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ABSTRACT

Recent evidences suggest that the performance of kernel methods
may match that of deep neural networks (DNNs), which have been
the state-of-the-art approach for speech recognition. In this work,
we present an improvement of the kernel ridge regression studied in
Huang et al., ICASSP 2014, and show that our proposal is compu-
tationally advantageous. Our approach performs classifications by
using the one-vs-one scheme, which, under certain assumptions, re-
duces the costs of the one-vs-rest scheme by asymptotically a factor
of c2 in training time and c in memory consumption. Here, c is the
number of classes and it is typically on the order of hundreds and
thousands for speech recognition. We demonstrate empirical results
on the benchmark corpus TIMIT. In particular, the classification ac-
curacy is one to two percentages higher (in the absolute term) than
the best of the kernel methods and of the DNNs reported by Huang
et al, and the speech recognition accuracy is highly comparable.

Index Terms— large-scale kernel machines, one-vs-one multi-
class classification, random Fourier features, deep neural networks,
speech recognition

1. INTRODUCTION

The advent of deep neural networks (DNNs) substantially improved
classification performance in many artificial intelligence and pat-
tern recognition applications, speech recognition being one impor-
tant example. State-of-the-art speech recognizers are typically built
on a network of several hidden layers, with thousands of units per
layer [1, 2]. The success of DNNs is, in part, due to the afford-
able computational resources (memory and flops) spent on solving a
large-scale optimization problem, whose size is proportional to the
number of connections between the units.

Recent evidences suggest, however, that DNNs may not be the
only approach for achieving such a performance; kernel methods are
competitive. Two notable examples that demonstrate the matching
performance of kernel methods are the work by Huang et al [3] pub-
lished in ICASSP 2014 (which used a kernel ridge regression), and
the work by Lu et al [4] that was based on a form of kernel logistic
regression. Both works apply a mapping from frame-level speech
features to high-dimensional random Fourier features, which form a
low-rank kernel that reduces the notorious computational expenses
due to a fully dense kernel matrix.

A drawback of these methods is that a particularly large number
of random features are needed to achieve a stable and a compara-
ble performance. For a training set of size approximately 2M, the
work [3, 5] used 400K random features to show a matching classifi-
cation accuracy with that of the DNNs. Such a phenomenon may not
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be atypical given the argument made in [6]: In a low-rank approxi-
mate kernel, the rank (i.e., the number of random features) needs to
be linear in the number of training size in order to maintain a com-
parable generalization error with that of the nonapproximate kernel.

In this paper, we consider the one-vs-one classification scheme,
which substantially reduces the required number of random features
for achieving a similar performance. The rationale is intuitive: In
each subproblem the training size is only a portion of the whole
data. Although the method itself is standard and it has been applied
to support vector machines [7], we investigate in the context of ker-
nel ridge regression and we propose an improvement that improves
the efficiency of the computation. We also analyze that under cer-
tain assumptions, the training time and the memory consumption are
asymptotically only 1/c2 and 1/c, respectively, of those of the one-
vs-rest scheme, where c is the number of classes. Considering that a
speech recognition problem typically poses hundreds to thousands of
classes, the one-vs-one scheme is clearly appealing. Experimentally,
we demonstrate that this scheme achieves a slightly higher classifi-
cation accuracy than do the kernel method and the state-of-the-art
DNNs reported in [3].

We conclude the introduction by providing the details of the ker-
nel method on which our proposal is built.

1.1. Kernel Ridge Regression

The standard setting for binary classification is that given data
{(xi, yi)}i=1,...,n, where xi ∈ Rd and yi ∈ {±1}, find a function
f that minimizes the discrepancy between f(xi) and yi under cer-
tain regularity conditions. In the kernel approach [8, 9], let X ⊂ Rd

denote a set where data are drawn from and k : X×X → R denote a
positive-definite kernel function. For any k, there associates a repro-
ducing kernel Hilbert space Hk with inner product 〈·, ·〉Hk . Then,
the function f is sought fromHk to minimize the risk functional

L(f) =
n∑

i=1

V (f(xi), yi) + λ〈f, f〉Hk

where V denotes a loss function and λ ≥ 0 is the regularization. The
Representer Theorem [10] states that the minimizer is in the form

f(x) =

n∑
i=1

αik(x,xi), (1)

for some set of coefficients {αi}. When V is the squared loss
V (t, y) = (t − y)2, the vector of αi’s is simply the solution of the
linear system

(K + λI)α = y, (2)

whereK is the kernel matrix of elements k(xi,xj) and y is the vec-
tor of labels yi. Such a computation is nothing but the kernel ridge

2454978-1-4799-9988-0/16/$31.00 ©2016 IEEE ICASSP 2016



regression. Another well-known example of V (t, y) is the hinge loss
max{0, 1− ty}, which leads to the support vector machine.

1.2. Random Fourier Features Approximation

Kernel ridge regression is computationally challenging because the
n × n matrix K is fully dense. A straightforward solution of (2)
requires at lest n2 memory and O(n2)–O(n3) flops depending on
the linear solver one uses. A stream of research on kernel methods
approximates the kernel function k by some structures (e.g., low-
rank) such that the solution of (2) is less expensive (see, e.g., [11,
12, 13]). The random Fourier features method [12] approximates k
by

kRF(x,x
′) =

2

r

r∑
i=1

cos(ωT
i x+ bi) cos(ω

T
i x
′ + bi),

where r is the number of random features, each scalar bi is an iid
sample of Uniform[0, 2π], and each iid vector ωi comes from a dis-
tribution with density k̂, the Fourier transform of k in the Bochner
sense. Rahimi and Recht [12] showed a uniform convergence of the
approximation.

This method admits a more economic computation than directly
solving (2). Let z(x) be a row vector of elements

√
2/r cos(ωT

i x+
bi) for i = 1, . . . , r and let Z be a matrix stacking the rows z(xi)
for i = 1, . . . , n. Then, the prediction function f in (1) becomes

fRF(x) = z(x) · ZT (ZZT + λI)−1y

= z(x) · (ZTZ + λI)−1(ZTy). (3)

Hence, as oppose to solving an n × n system with K + λI in (2),
one solves only an r × r system with ZTZ + λI in (3).

1.3. Multiclass Classification

When the classification problem has c > 2 classes, a few approaches
adapting the preceding discussions exist. The approach in [3] con-
verts the problem into c binary classifications, in each of which the
task is to determine how likely a point x belongs to the class i as op-
pose to other classes, for i = 1, . . . , c. Specifically, let yi be a label
vector whose elements are +1 if the corresponding training points
belong to class i and −1 otherwise. Correspondingly, let the predic-
tion function (3), with subscript “RF” dropped for clarity, be named
fi(x). Then, the predicted class of x is argmaxi{fi(x)}.

The prescribed approach is named “one-vs-rest.” In what fol-
lows, we consider a more favored approach: “one-vs-one.”

2. ONE-VS-ONE MULTICLASS CLASSIFICATION

A drawback of “one-vs-rest” is that the number r of random fea-
tures needs to be particularly large for a matching performance with
DNNs. Experiments on TIMIT in [3, 5] allured to setting r =
400K, which is approximately 1/5 of the training size n. Whereas
theoretical guidance on the choice of r is rare, Dai et al. [6] ar-
gued that the generalization error of the random features method is
O(1/

√
r + 1/

√
n). This bound implies that r cannot be too small

compared with n for maintaining the predictive power. A linear re-
lationship is often desired.

One natural idea for reducing r, then, resorts to the “one-vs-
one” scheme, because the training size is amortizd by the number of
classes. This scheme converts the multiclass classification problem
into c(c − 1)/2 binary classifications, each of which uses only the

training points from a pair (i, j) of classes and trains a classifier that
votes between the two classes. Then, for any point, the class with
the largest vote is the prediction.

2.1. Algorithm

Since the “one-vs-one” scheme loops over all pairs (i, j), we index
the prediction function (3) by using ij (and same as before, removing
the subscript “RF” for clarity):

fij(x) = z(x)·βij with βij = (ZT
ijZij+λI)

−1(ZT
ijyij), (4)

where Zij is a matrix by stacking the rows z(xl) for all points xl

from class i or j, and yij is a vector whose elements are +1 if xl is
in class i and −1 otherwise.

If one naively forms ZT
ijZij and ZT

ijyij each time for a pair
(i, j), then much work is redundant. For example, if xl is in class
i, the row z(xi) appears c − 1 times, each for a different j. This
redundancy can be eliminated by observing that

ZT
ijZij = ZT

i Zi + ZT
j Zj and ZT

ijyij = ZT
i 1− ZT

j 1,

where Zi is a matrix by stacking the rows z(xl) for all points xl

from class i and 1 is a vector of all ones with a matching length.
Therefore, we propose precomputing

Ai := ZT
i Zi and gi := ZT

i 1

for all classes i. Then, (4) becomes

βij = (Ai +Aj + λI)−1(gi − gj). (5)

Because forming the linear systems (5) is much more expensive than
solving them, the saving in flops through such a simple rearrange-
ment is substantial.

Algorithm 1 summarizes the computations.

Algorithm 1 One-vs-one classification with random Fourier features
// Training

1: Generate random ωi and bi for i = 1, . . . , r
2: for all classes i do
3: Generate temporary Zi

4: Compute Ai = ZT
i Zi and gi = ZT

i 1
5: end for
6: for all pairs of classes i, j where i < j do
7: Compute βij = (Ai +Aj + λI)−1(gi − gj)
8: end for

// For a test point x
9: for all pairs of classes i, j where i < j do

10: Generate z(x)
11: Compute fij(x) = z(x) · βij

12: end for

2.2. Linear Solves

A straightforward method for solving (5) is Cholesky factorizations,
because the matrix is positive definite [14]. This approach requires
n3/3 flops for factorization and 2n2 flops for triangular solves.
Here, the notation n generically denotes the matrix size, which in
the case of (5) is equal to the number of random features.

It is yet often advantageous to use an iterative method to
solve (5) if the iterations converge rapidly. Two iterative meth-
ods with convergence guarantee for positive-definite systems are
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CG and GMRES [15]. Let k be the number of iterations, with
a subscript distinguishing the method. Without preconditioning,
CG requires O(kCGn

2) flops whereas a full GMRES requires
O(kGMRESn

2 + k2GMRESn) flops.
In theory, the number of iterations is tied to the condition num-

ber, the spectral gap, and the desired solution accuracy, but not the
size of the matrix. In practice, experience points to the observation
that full GMRES converges much more quickly than does CG, and
it also completes much faster than do Cholesky factorizations, for
a reasonable accuracy that does not deteriorate the prediction qual-
ity. The following table gives a flavor of the number of GMRES
iterations for one particular system (5) at 10K random features. Pre-
diction results verify that it suffices to set the tolerance to 1e-3.

Relative tolerance of solution accuracy
λ 1e-1 1e-2 1e-3 1e-4 1e-5 1e-6

1e-1 4 12 44 83 105 123
1e-2 4 12 48 111 158 196
1e-3 4 12 49 127 210 283
1e-4 4 12 49 131 228 316
1e-5 4 12 49 131 230 320
1e-6 4 12 49 131 230 320

2.3. Computational Costs, Part 1

We now analyze the computational costs of the proposed method
(Algorithm 1) and compare them with those of the standard kernel
ridge regression (cf. Section 1.1) and of the 1-vs-rest random fea-
tures method (cf. Section 1.2). The results are summarized in Part 1
of Table 1. Note that all the expressions in the table are in the big-O
sense.

The costs of the standard method are straightforward. For train-
ing, the computation is to construct the kernel matrix (O(dn2) time
and O(n2) memory) and to solve (2) with c different y’s. We use
T (n, c) to generically denote the time for solving an n × n system
with c right-hand sides. For testing on each point x, the computation
is to construct a vector of elements k(x,xi) in O(dn) time and to
multiply this vector with the c different α’s resulting from training
(with O(cn) time and memory).

Next, we consider the one-vs-rest random features method. For
training, the dominant computation is to generate the random num-
bers ωi and bi (in O(dr) time and memory), to construct the matrix
ZTZ (whose storage is O(r2)) and c different vectors ZTy (whose
storage is O(rc)), and to solve c linear systems indicated by (3) (in
T (r, c) time). Note that the construction of ZTZ and ZTy can be
more efficient than does the naive approach of generating the whole
matrixZ. The economic approach is to generate a temporary storage
Zi each time for a class i, compute ZT

i Zi and ZT
i 1, and accumulate

them to the correct memory location of ZTZ and ZTy. Such an
approach costs O(drn+ r2n+ c2r) time and O(maxi(rni)) tem-
porary memory, where ni denotes the number of points in class i.
For testing, it requires the storage of the random numbers ωi and bi
(withO(dr) cost) and the storage of the linear system solutions (with
O(cr) cost). Additionally, constructing z(x) takes O(dr) time and
multiplying z(x) to the linear system solutions takes O(cr) time.

Now, we analyze the proposed one-vs-one method. We use r̃
to denote the number of random features here. Most components of
the costs follow the same analysis as in the preceding paragraph, by
replacing r by r̃; hence, we discuss only the components that are
different. First, the number of linear systems are increased from c to
O(c2). Hence, the storage of the linear system solutions is O(c2r̃)
instead of O(cr̃), and the storage of the matrices is O(cr̃2) instead

of O(r̃2). Second, generating the O(c2) different systems (5) takes
O(dr̃n + r̃2n + c2r̃2) time, and obviously solving them takes
T (r̃, 1) · c2 time. Summarizing these differences we have the last
column of Part 1 of Table 1.

2.4. Computational Costs, Part 2

Two factors are not directly comparable in Part 1: the relative mag-
nitude of r and r̃; and the time cost T for varying matrix sizes and
numbers of right-hand sides. To allow for a deeper analysis, we
make the following assumptions:

1. The class sizes are balanced; i.e., ni = n/c for all i.
2. All linear systems are solved by using full GMRES and the

number of iterations is linear in the matrix size. In other
words, T (n, s) = εsn2 with ε < 1. Here, the number of
iterations is modeled as εn, where ε is expected to be � 1
(see, for example, the table in Section 2.2).

3. The number of random features is linear in the training size,
following the discussions at the beginning of Section 2.
Hence, we let r = δn with δ < 1; and together with As-
sumption 1, let r̃ = 2δn/c. Experimental results indicate
that δ is a moderate fraction of 1.

With these assumptions, Part 1 of Table 1 is translated to Part 2.
If one considers only the training set size n and ignores the other fac-
tors, all three methods fall in the notorious O(n3)-time and O(n2)-
memory regime for training. However, the significant computational
improvements brought about by the methods from left to right are
closely tied to the ignored factors ε � 1, δ < 1, and c � 1.
Comparing the leading terms in the training costs of the proposed
one-vs-one scheme with those of the one-vs-rest scheme, we see a
factor of c2 saving in time and a factor of c saving in memory.

2.5. Probability Estimates

As oppose to the prediction of label y, more important in a speech
recognition is the posterior probability distribution Pr(y = i | x),
because the probabilities are fed into a Viterbi decoding for finding
the best sequence of labels for an input utterance. To compute the
posterior probabilities, we follow the approach of Wu et al. [16].
First, we estimate the pairwise conditional probability µij(x) :=
Pr(y = i | y = i or j, x) from the prediction function fij(x),
based on a logistic mapping

µij(x) =
exp(αijfij(x) + βij)

1 + exp(αijfij(x) + βij)
. (6)

Here, the unknowns αij and βij are computed through a maximum
likelihood estimation on the validation set. Then, the posterior prob-
abilities pi ≡ Pr(y = i | x) for all i are obtained by solving the
optimization problem:

min
p

c∑
i=1

∑
j 6=i

(µjipi − µijpj)
2,

s.t.
c∑

i=1

pi = 1, pi ≥ 0 ∀i.
(7)

Let the validation set have size n′. The cost of estimating the
unknowns in (6) isO(kNewtonc

2n′), if the maximum likelihood prob-
lem is solved by using a Newton solver, where kNewton is the number
of Newton iterations. The cost of computing the posterior probabil-
ities is O(c3), because the nonlinear problem (7) is equivalent to a
linear system of size (c+ 1)× (c+ 1).
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Table 1. Computational costs of various kernel methods. The Big-O symbol is omitted for clarity.
Part 1 notation. n: Number of points; ni: Number of points in class i; d: Dimension; c: Number of classes; r: Number of features in
one-vs-rest; r̃: Number of features in one-vs-one; T (n, s): Time solving an n× n linear system with s right-hand sides.

Standard one-vs-rest RF one-vs-rest RF one-vs-one
Train time dn2 + T (n, c) drn+ r2n+ c2r + T (r, c) dr̃n+ r̃2n+ c2r̃2 + T (r̃, 1) · c2

Train memory n2 maxi(rni) + r2 + (c+ d)r maxi(r̃ni) + cr̃2 + (c2 + d)r̃
Test time (c+ d)n (c+ d)r (c2 + d)r̃

Test memory cn (c+ d)r (c2 + d)r̃

Part 2 assumption: (a) Class sizes are balanced, that is, ni = n/c for all i; (b) Linear systems are solved by using GMRES; (c) T (n, s) = εsn3

with ε < 1; (d) r = δn with δ < 1; and (e) r̃ = 2δn/c.

Standard one-vs-rest RF one-vs-rest RF one-vs-one
Train time εcn3 + dn2 δ2(1 + εδc)n3 + δdn2 + δc2n δ2/c2(1 + εδc)n3 + δ(δ + d/c)n2

Train memory n2 δ/c(1 + δc)n2 + δ(c+ d)n δ/c2(1 + δc)n2 + δ(c+ d/c)n
Test time (c+ d)n δ(c+ d)n δ(c+ d/c)n

Test memory cn δ(c+ d)n δ(c+ d/c)n

3. EXPERIMENTAL RESULTS

We perform experiments on the benchmark corpus TIMIT and
demonstrate the computational efficiency of the proposed method.

The preparation of the data followed that of [3]. In particular,
the data was segmented into 5-millisecond frames, each of which
was transformed to a 40-dimensional fMLLR feature vector. Each
frame was concatenated with five frames on each side so that the
data points for classification are 440-dimensional. One tenth of the
data was separated from the training set for parameter tuning and
validation. The evaluation was performed on the core test set. The
number of classes was 147 (49 phonemes × 3 states).

The program was implemented in C with the linear algebra com-
putations linked to ESSL. The experiments were performed on a
shared memory machine with 72 Power8 cores and 512GB memory.

The kernel function k used for reporting results in this section
was the Gaussian kernel. We found that other kernels (e.g., the
Laplace kernel popularized by [12]) behaved similarly in terms of
the best achievable performance.

The floating-point operations were done with single precision.
We experimented with double precision as well and found that the
difference in accuracy was negligible. This difference was also
comparable with the variation caused by the random nature of the
method. Clearly, the gain in computation with reduced precision
lies in timing and storage: The time for both training and testing
was reduced by approximately one half, and the same for memory
consumption.

Table 2. Classification errors, timing, and memory consumption.
#Features Err. (vote) Err. (prob) Train Time Memory

5K 34.37% 33.12% 240s 21GB
10K 33.70% 32.57% 1188s 69GB
15K 33.39% 32.29% 2544s 143GB
20K 33.16% 32.04% 4254s 249GB

Table 2 shows the results as the number r̃ of random features
increases. The classification accuracy can be evaluated in two ways:
based on voting or on the probability estimates (see Section 2.5). In
fact, the estimation method holds no guarantee that the probabilities
fully agree with the votes. The results in Table 2 and our experiences

indicate that predictions according to the probability estimates are
consistently better than those according to votes.

Table 3. Comparison of the results of the proposed method with the
best results in [3]. “Cl. Err.” means classification error and “PER”
means phone error rate.

Method Cl. Err. PER
MSE-DNN, 2K units, 2 layers [3] 34.12% 22.2%
CE-DNN, 4K units, 3 layers [3] 33.34% 20.5%

RF one-vs-rest, 400K features [3] 33.67% 21.3%
RF one-vs-one, 5K features 33.12% 21.8%
RF one-vs-one, 10K features 32.57% 21.5%
RF one-vs-one, 15K features 32.29% 21.0%
RF one-vs-one, 20K features 32.04% 20.9%

Table 3 compares our results with the best results reported in [3],
including those of the state-of-the-art DNNs and of the one-vs-rest
kernel method. In particular, the proposed method achieves the best
classification accuracies and its speech recognition accuracies (PER)
are highly comparable with the other methods.

Note that the methods under comparisons are trained under dif-
ferent computer architectures best suited for the nature of the com-
putation: DNNs were trained on a GPU, one-vs-rest was train on
a distributed memory BlueGene, and the proposed one-vs-one was
trained on a shared memory machine. Also note that the one-vs-
rest in [3] was computed by using a reformulated algorithm different
from the assumption of our cost analysis in Section 2.3. Hence, the
required computational resources were not straightforwardly compa-
rable. Nevertheless, the time and memory listed in Table 2 indicate
the economic computations of the proposed method.
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