
TASK-DRIVEN DEEP TRANSFER LEARNING FOR IMAGE CLASSIFICATION

Zhengming Ding†, Nasser M Nasrabadi‡ and Yun Fu†]

† Department of Electrical and Computer Engineering, Northeastern University, USA
‡Lance Computer Science and Electrical Engineering, West Virginia University, USA

] College of Computer and Information Science, Northeastern University, USA

ABSTRACT

Transfer learning tends to be a powerful tool that can mitigate
the divergence across different domains through knowledge
transfer. Recent research efforts on transfer learning have ex-
ploited deep neural network (NN) structures for discrimina-
tive feature representation to better tackle cross-domain dis-
parity. However, few of these techniques are able to jointly
learn deep features and train a classifier in a unified transfer
learning framework. To this end, we design a task-driven deep
transfer learning framework for image classification, where
the deep feature and classifier are obtained simultaneously for
optimal classification performance. Therefore, the proposed
deep structure can generate more discriminative features by
using the classifier performance as a guide. Furthermore, the
classifier performance is increased since it is optimized on a
more discriminative deep feature. The developed supervised
formulation is a task-driven scheme, which will provide better
learned features for the classification task. By giving pseudo
labels for target data, we can facilitate the knowledge transfer
from source to target through the deep structures. Experimen-
tal results witness the superiority of our proposed algorithm
by comparing with other ones.

Index Terms— task-driven, deep transfer learning

1. INTRODUCTION

In typical pattern recognition problems, there is always a sit-
uation that we have plenty of unlabeled data while there are
limited or even no labeled data for training from the test (tar-
get) domain. Transfer learning [1] has been demonstrated as a
promising technique to address such difficulty by borrowing
knowledge from other well-learned source domains, which
might lie in a different distribution than the target domain.
Recent research on transfer learning have witnessed appeal-
ing performance by seeking a common feature space where
knowledge from source can be well transferred to assist the
recognition task in target domain [2, 3, 4, 5, 6, 7].
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Fig. 1. Illustration of our proposed (L + 1)-layer coupled
deep neural network (here L = 2). Deep structures are built
to learn deep features for source XS and target domains XT,
which share the same networks weights {W (l), b(l)}(1 ≤ l ≤
L). A pair-wise constraint is developed to couple the similar
pair of source and target in the (L + 1)-th layer to transfer
knowledge. Moreover, a classifier is jointly trained on source
data, where YS is the label matrix of source data.

Recent research activities on deep structure learning have
attracted increasing interests in capturing a better feature rep-
resentation, because discriminative knowledge can be embed-
ded in multiple layers of the feature hierarchy [5, 6, 8]. Most
recently, the concept of deep learning has been incorporated
into transfer learning scenarios, which aims to align differen-
t domains and learn deep structural features simultaneously
[7]. In this way, deep transfer learning technique obtains a
set of highly discriminative features across the two domains
in order to alleviate the recognition task in the target domain.

Moreover, recent task-driven formulations have achieved
very promising performance in various classification tasks
through learning the features and classifier parameters in a
unified framework [9, 10]. Therefore, supervised information
can be utilized to minimize a misclassification cost and at the
same time capture optimal features. Along this line, Zhuang
et al. [7] proposed a supervised transfer learning with deep
autoconders, where label information of the source domain
is encoded using a softmax regression model. However, the
feature learning structure is shallow only one-layer so that it
cannot exploit the rich information behind the data.

To this end, we develop a Task-driven Deep Transfer
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Learning algorithm (TDTL) in order to jointly learn a deep
structure of feature representation and simultaneously train a
classifier in a unified framework (Fig. 1). Our major contri-
butions are summarized as:
• Deep transfer structures are designed to capture the rich

information across source and target domains. Through
refining features for source and target in a layer-wise
fashion, our proposed algorithm can preserve more es-
sential information to the target domain.

• A task-driven scheme is developed to train a classifi-
er jointly with a deep structure feature learning proce-
dure, which can feedback back its classification error
to refine the parameters of the deep structures. In this
way, the classifier and deep feature learning parameters
are jointly trained in a unified framework. Moreover,
the discriminative deep features could generate a more
accurate classifier.

• By providing pseudo labels for the target, a novel con-
straint is incorporated to couple the pair of source and
target in the deep structure, therefore, the coupled deep
NN would capture more intrinsic information from
source to target.

2. RELATED WORK

In this section, we talk about two lines of related work to ours.
Transfer Learning is a promising technique to handle the

different distribution issue between the source domain and the
target domain. In the recent years, a bunch of transfer learn-
ing techniques [2, 3, 4, 11] were designed,w which could be
separated into two strategies, one is to reweight instances [11]
and the other is to seek common features [3, 5]. Our algorithm
follows in the second line and we aim to seek a common fea-
ture space to transfer well-learned source knowledge to the
target domain. While some promising results are achieved
through those transfer learning algorithms, most approaches
only adopt linear mapping or non-linear mappings with ker-
nel learning theory to build a gap across the source and target
domains, therefore they are not effective enough to facilitate
the knowledge transfer when there is a large distribution di-
vergence between two domains. In our paper, we adopt the
deep structure idea and propose a task-driven transfer learn-
ing to jointly learn the classifier parameters and deep features
for source and target domains.

Deep Structure Learning has recently attracted lots of
attention in pattern recognition, because of its appealing supe-
riority in many real-world applications [5, 7]. In general, deep
structure learning tends to build a hierarchical structure to ex-
tract discriminative features directly from original data. A lot
of deep models were developed recently, which can be cat-
egorized into several classes, e.g., deep convolutional neural
networks, deep denoising auto-encoder, deep belief network-
s. Most recently, the concept of deep structure is incorporated
into transfer learning to uncover the rich information across

domains [2, 5, 6]. However, most of the current deep transfer
learning methods only focus on seeking better deep features
across two domains. In our work, we also adopt the idea of
deep transfer learning, however, our method jointly learns a
classifier and transfers knowledge from source to target via a
unified deep coupled NN, where we build a task-driven deep
structure to capture more discriminative features across the
two domains.

3. THE PROPOSED ALGORITHM

In this section, we present the details of our task-driven deep
transfer learning algorithm with its training procedure.

3.1. Deep Neural Network Revisit

Deep neural network aims to compute a compact represen-
tation from each data point x ∈ Rd1 through putting it in-
to multi-layer nonlinear mapping structure. The major merit
of this structure is that the nonlinear transformation function
is promising in explicitly achieving better feature representa-
tions. Suppose the network has L+ 1 layers with dl units for
the l-th layer, where l ∈ [1, L]. So we could have the l-th
layer output for x as:

f (l)(x) = h(l) = ϕ(W (l)h(l−1) + b(l)), (1)

where W (l) ∈ Rdl×dl−1 and b(l) ∈ Rdl are the parameters in
l-th layer for transformations and bias; h(l) is the l-th hidden
layer and h(0) = x; ϕ denotes the nonlinear function operat-
ing in component-wise way. The overall nonlinear mapping
f (L) : Rd1 7→ RdL is a bunch of nonlinear functions with
those parameters {W (i)}Li=1 and {b(i)}Li=1.

3.2. Task-driven Deep Transfer Learning

Given a set of target domain XT = {xT,1, · · · , xT,nT}
with nT unlabeled data samples and a set of source do-
main {XS, YS} = {(xS,1, yS,1), · · · , (xS,nS

, yS,nS
)} with nS

labeled data samples and YS is the label matrix.
For transfer learning, it is very essential to transfer knowl-

edge from source to target when learning the deep features.
Current transfer learning on class-wise domain adaptation
achieve appealing results [12], therefore, it is very important
to incorporate class-wise adaptation into deep structure learn-
ing. However, we assume target data are totally unlabeled
ahead of time. In this way, we design to predict the unlabeled
data with a classifier learned from labeled source data and
assign the target data with pseudo labels. Specifically, we
adopt the nearest neighbor classifier (NNC).

Different from previous class-wise adaptation, we desire
to find the corresponding pairs from source to target (pair-
wise adaptation), then minimize the distance between the
deep features from each pair, see Fig. 1. To this end, we
propose to couple the the output of two domains as follows:
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‖f (L)(X̂S)− f (L)(XT)‖2F, (2)

where ‖ · ‖2F is matrix Frobenius norm. X̂S is the subset of
XS, which is selected as the nearest pair for the target domain.
That is, each target sample is associated with one source sam-
ple. Since we don’t have access to the true label of the tar-
get domain, we intend to adopt the assigned labels for target
domain through some supervised classifier trained from the
source data, e.g., SVM. The pair-wise constrained deep net-
works assume the target and source share the same networks
weights [5, 7], since we aim to explore a latent domain where
source and target can be well-coupled to the similar distribu-
tion with the same networks weights. This is very similar to
transfer subspace learning methods [13, 14], which assumes
the target and source have the same or similar distribution in
one common latent subspace.

Furthermore, to achieve an discriminative classifier with
respect to the original features, we employ a task-driven ap-
proach in order to minimize the classification error, similar to
[9]. We incorporate the deep feature f (L)(xS,i) as the input to
train the classifier parameterA. The function to be minimized
is as follows:

min
A
L(YS,A, f (L)(XS)) = min

A

nS∑
i=1

L(yS,i,A, f (L)(xS,i)),

where L(yS,i,A, f (L)(xS,i)) is the classification error for a
training pair (xS,i, yS,i). For simplicity, we deploy a linear
regression to measure the classification error as:

L(yS,i,A, f (L)(xS,i)) =
1

2
‖yS,i −Af (L)(xS,i)‖22. (3)

To sum up, we develop a framework to simultaneously
learn a classifier and a deep structure by combining (2) and
(3) into a unified objective function J as follows:

J =
1

2
‖YS −Af (L)(XS)‖2F + λ‖f (L)(X̂S)− f (L)(XT)‖2F

(4)
where λ is the balanced parameter. We adopt sigmoid func-
tions for the non-linear function in this paper.

3.3. Training the Proposed TDTL

To address the nonlinear problem in (4), we propose to adop-
t the stochastic sub-gradient descent algorithm to optimize
the weight, bias and regression variables W (l), b(l) and A.
Specifically, we could calculate the gradients of J in (2) with
respect to W (l), b(l) and A in the following way:

Updating W (l):

∂J

∂W (l)
= S(l)h(l−1)T

S + λŜ(l)ĥ
(l−1)T

S + λT (l)h(l−1)T
T , (5)

where ĥ
(l−1)
S = f (l−1)(X̂S), h(l−1)

S = f (l−1)(XS) and
h(l−1)
T = f (l−1)(XT).

Updating b(l):

∂J

∂b(l)
= S(l) +λŜ(l) +λT (l), (6)

where we define the variables in Eqs. (5),(6) in the following:
S(L) = AT(YS −Ah(L)

S )� ϕ′(Z(L)
S ),

Ŝ(L) = (ĥ
(L)

S − h(L)
T )� ϕ′(Ẑ(L)

S ),

T (L) = (h(L)
T − ĥ

(L)

S )� ϕ′(Z(L)
T ),

S(l) = (W (l+1)TS(l+1))� ϕ′(Z(l)
S ),

Ŝ(l) = (W (l+1)T Ŝ(l+1))� ϕ′(Ẑ(l)
S ),

T (l) = (W (l+1)TT (l+1))� ϕ′(Z(l)
T ),

where the operation � denotes the element-wise multi-
plication, and Z

(l)
S , Ẑ(l)

S and Z
(l)
T are given as follows:

Z
(l)
S = W (l)h(l−1)

S + b(l), Ẑ
(l)
S = W (l)ĥ

(l−1)
S + b(l), Z

(l)
T =

W (l)h(l−1)
T + b(l).

Updating A:

∂J

∂A
= (YS −Ah(L)

S )h(L)T

S . (7)

We list the gradient steps in the above, then we adopt L-
BFGS optimizer [15] to optimize this unconstrained problem
(4), since L-BFGS can be stabilized real-world large-scale
dataset.

To classify a new testing data, we could apply the learned
deep networks to extract the features, then input it to the re-
gression classifier ytest = Axtest to achieve the label; also we
can apply the deep features to train a classifier model, then
predict the labels of real testing data.

4. EXPERIMENTAL RESULTS

In the experiments, we evaluate on two datasets. We first pro-
vide the data description and experimental settings. Then we
present the comparison experiments with several competing
algorithms. Finally, we evaluate our proposed deep NN.

4.1. Datasets & Experimental Settings

FLIR dataset contains two subsets: Sig and Roi of military
vehicles. The images of Sig dataset were captured under very
favorable environments. Specifically, the Sig dataset is con-
sisted of around 874 to 1468 image samples for each target.
The Roi dataset contains the images which were collected in
less favorable environments compared to Sig. For example,
Roi images show various weather environments and changing
backgrounds; hence, these two datasets are very challenging.
There are five common classes between Sig and Roi (Fig. 2).
The images of both datasets are cropped to the size 40 × 75
and the pixel value is adopted as the input. In the training
stage, we adopt Sig as the source, while half of Roi as the
target and the rest half of Roi as the testing data.
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BMP HMMWV M60M35 T72
Fig. 2. Five common Target classes within Sig and Roi in
FLIR datasets: BMP, HMMWV, M35, M60, T72.

ATR dataset contains two modalities: long wave (LW)
and middle wave (MW) IR imagery, each has 6 classes, 614
samples. The images are also cropped and resized to 40× 75.
We still use the pixel value as the input of the coupled deep
NN. In the training stage, we use LW/MW modality as the
source domain, and half of MW/LW modality as the target
domain. Then the remaining half of MW/LW is for testing.
Since the dataset involves two modalities, this is heterogenous
transfer learning.

For both datasets, the source domain is well-labeled while
the target is unlabeled. For our method, we can use two clas-
sification strategies for testing. One strategy is to use the deep
structure to extract the features, then NNC to do classification,
which is not task-driven and named as NDTL. The other strat-
egy is to use a linear regression model, that is, we can apply
the regression matrix A (Eq. (3)) to the extracted features to
achieve the final classification results, named as TDTL.

4.2. Comparison Results

We compare our method with some competing transfer learn-
ing methods and subspace methods, LDA [16], JDA [17],
GFK [18], DASA [19], mSDA [2] and LTSL [14]. Among
them, only LDA is a traditional supervised subspace learning
algorithm, so that we train a subspace on labeled source da-
ta then predict the labels of the real testing data. For other
transfer learning methods, we train the model on source and
target, then apply the model to label the real testing data. N-
NC is adopted for comparison algorithms in the testing stage.
For our method, we adopt three-layer NN with layer-size as
2000 for the second layer and 200 for the third layer.

From our results (Table 1), we observe that the two pro-
posed models outperform other comparisons. Transfer learn-
ing methods can improve the classification performance more
than the traditional methods, e.g., LDA. Most of comparison
transfer learning methods are shallow-layer ones thus they
cannot uncover the rich information across the two domain-
s. mSDA is also a deep learning method, which outperform-
s other methods, hence deep structure is definitely essential
in learning better feature representation for source and tar-
get. However, mSDA only focus on learning a deep structure,
therefore, it cannot make full use of the label information.
Our method provides a joint classifier learning and deep fea-
ture learning task in a unified fashion.

4.3. Deep NN Architecture Evaluation

In this part, we verify one property of our coupled NN, i.e.,
the influence of dimension in each layer. From our experi-

Table 1. Recognition rate (%) of seven different algorithms
on two datasets, where Case 1 is for FLIR, Case 2 means that
LW of ATR is the source, while Case 3 denotes that MW of
ATR is adopted as the source.

Case 1 Case 2 Case 3
LDA [16] 37.23±2.05 48.86±2.03 51.47±1.02
GFK [18] 49.66±2.15 83.77±1.31 77.60±2.12

DASA [19] 49.77±2.04 82.14±1.04 76.95±1.25
LTSL [14] 49.43±2.02 82.67±2.02 77.34±1.14
JDA [17] 50.32±1.18 72.15±2.15 77.50±3.02
mSDA [2] 53.42±1.28 85.32±1.25 84.87±2.13

NDTL 56.99±2.12 88.96±2.18 89.24±3.05
TDTL 57.44±1.07 89.26±2.09 90.15±2.05
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Fig. 3. Recognition results of NDTL and TDTL on FLIR
dataset for different dimension cases.

ments, we observe that three layers are usually enough to ob-
tain the best results. So we adopt three-layer scheme and set
the size of the second layer as 2000, then evaluate different
sizes of the third layer from 50 to 400. The dataset we use is
the FLIR datasets. The results are presented in Fig. 3.

From Fig. 3, we notice that different dimensions would
produce different results and generally the case when the third
layer is 200, it would generate the best results. By cross-
validation, we have evaluated several different architectures,
that is different dimensions for the second layer and more hid-
den layers, and we found that three layers with the second
layer set as 2000 would produce the best results.

5. CONCLUSION

In this paper, we designed task-driven deep structures for bet-
ter knowledge transfer. Specifically, a classifier and deep NN
structures were jointly learned such that the classifier guid-
ed the deep feature learning in order to generate a more dis-
criminative non-linear features optimized for the classifier.
Through providing pseudo labels for target domain, our deep
structures bridged the gap across two domains, and therefore
it could transfer more discriminative information to the target
domain. Experiments on two datasets showed its effective-
ness by comparing with other algorithms.
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