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ABSTRACT 1. INTRODUCTION

Vocal impairment is a common symptom for the vast major-Parkinson’s disease (PD) profoundly affect the lives of pa-
ity of Parkinson’s disease (PD) subjects. And it needs |ongients and their families. Especially, vocal impairment is re-
term rehabilitation through personalized one-to-one periodi@orted in the vast majority of PD subjects, and approximately
rehabilitation meetings with clinical speech experts. The sig29% of those consider it one of their greatest hindrances as-
nificant challenge is that there are not enough experts to déociated with the disease [1]. The extent of vocal impairment
liver the in-person treatments that is needed and for mangan be assessed using sustained vowel phonations [2, 3]. Then
people with PD, it is difficult to visit the experts for mon- for the rehabilitative speech treatment, the clinical speech ex-
itoring and treatments. Then there is the need for reliabl@erts should assess the sustained vowel phonations as “ac-
clinical tools to assist the rehabilitation. This study aims toceptable (a clinician would allow persisting in speech treat-
investigate the potential of using sustained vowel phonationgent) or “unacceptable (a clinician would not allow persist-
towards objectively and automatically replicating the speecig in speech treatment). Now, the significant challenge is
experts’ assessments of PD Subjects’ voices as “acceptab@\‘e barrier of inadequate numbers of clinicians to deliver in-
(a clinician would allow persisting during in-person rehabili- Person therapy, enhancing the feasibility of delivering inten-
tation treatment) or “unacceptable” (a clinician would not al-Sive treatment requirements, and relieving the logistical bur-
low persisting during in-person rehabilitation treatment). Theden of travelling to and from the clinic for in-person treat-
phonation is usually characterized by many dysphonia mednent. Then it is very important to supply the convenient
sures, which are extracted by clinical speech signal proces8ystem to assist the speech rehabilitation. Advances in com-
ing algorithms. For this aim, we need to select a stable dygeuter and web-based technology offer solutions to the prob-
phonia measures subset’ and adopt it to automatica”y d|st||lﬁm3 of treatment aCC@SSib“ity, efficacious treatment deIiVery,
guish the PD Subjects’ voices (acceptab|e versus unacceﬁnd |Ong'term maintenance in rehabilitation [4] For the reha-
able). In this paper, a diversity regularized ensemble featurdilitation system, the current study is to investigate the poten-
weighting algorithm DREFW is presented to choose the stdial of using an objective statistical machine learning frame-
ble dysphonia measures subset. The experimenta| results er to automatically evaluate sustained vowel phonations as
real speech rehabilitation data set have shown the propose&cceptable” or “unacceptable”. Phonations are characterized
algorithm can obtain high stability and classification perfor-by many dysphonia measures, which are extracted by clinical
mance for speech assessment. The findings of this paper i$Beech signal processing algorithms. In this framework, sup-
first step towards improving the effectiveness of an automateRort vector machines (SVMs) [5] is preferred to classify the
rehabilitative speech assessment tool. sustained vowel phonation as “acceptable” or “unacceptable”
on the basis of dysphonia measures [1]. Moreover, in this
Index Terms— Parkinson, Speech Rehabilitation, Dys- framework, another key problem is to identify the stable and
phonia Measures, Feature Selection effective dysphonia measures subset for phonations evalua-
tion, i.e., choose stable information-rich dysphonia measures,
then map them to the response (acceptable versus unaccept-
*Natural Science Fqundation oflJiangsu Province BK201408_85, Postable) through SVM [1]. The dysphonia measures selection
(ng;f)"rg'c,';;"c"?(é"’l‘gsg gfojn'qap”u%fn“gZﬁ;"gﬁ%@g?ﬁg} aa%ggg)'_‘da“on of Ke¥an reduce the dimensionality of dysphonia measures space to
f Corresponding Author. Natural Science Foundation of Jiangsu Provinc@lleviate the “curse of dimensionality” for classification and
BK20131378 and NSFC 61302157, 61300164 to improve the classification accuracy of phonations evalua-
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tion. In addition, the chosen stable dysphonia measures retaih = {w;, Wy, -+ ,W,, }, wherewg(k = 1,2,--- ,m) rep-
domain expertise and they can be used to detect unacceptabésents the outcome of tlketh base feature selector trained
voice characteristics during use of software away from exenk-th subsample. The results $&tan be obtained by mini-
pert clinical guidance, stop the patient from using voice in ammizing the following loss function, which is based on the idea
unacceptable way, and subsequently improve voice charactehat maximize the fit of the feature weighting vector, while

istics through providing feedback. maximizing the diversity between vectors:
The dysphonia measures selection can be considered as a
feature selection problem in machine learning. According to L(E) = Lemp(E) +7-Lain (E), (1)

the introduction above, the selection result should be eﬁeQ/'vhereL (E) is the empirical 0SS OE; L, (E) is the di-
emp ’ v

tive and stable. Since local learning based feature SE|ECti%rsity loss ofE and it can be recognized as regularization

has been shown high performance [6], and ensemble tecﬂérm to embedding some prior knowledgeis the cost pa-
nigue can be used to improve the robustness of feature SRimeter balancing the importance of the two terms.

lection [7, 8], then the ensemble local learning-based feature g local-learning based feature weighting has shown to

selection was adopted in [1] for dysphonia measures selegjy officient for dysphonia measures selection [1], we employ

tion. In order to improve the performance of dysphonia meay, .| |eaming-based logistic regression to implement the base
sures selection for Parkinson speech rehabilitation, a diversi ature selectors. Thus, the first tedm,, (E) in Eqn.(1)
. ’ ‘mp .

regulanzed_ ens_emble feature weighting algorlthm-D_REF\_N '¥s set to measure the empirical loss of logistic regression for
presented in this paper. The base feature selector in this efs ¢ e weighting:
semble is also based on local learning, moreover, the diversity

between base selectors is considered in ensemble model. It is m —w/
well-known that the generalization error of an ensemble is Lemp(E) = Z Z log(1+6XP(TZi))y v
related to the average generalization error of the base learn- k=1z;ckth subsample

ers and the diversity among the base learners. Generally, the . _ 1 — Nynsss (%) — [%i — Npiz (%), and].| is an
lower the average generalization error (or, the higher the aveEz'Iemenlt-wisel abséﬁﬁé olperato;- i a“starr;pl,e irk-th sub-
age accuracy) of the base learners and the higher the divers'ggmple And two nearest neighzbors of sampleone from

among the base learners, the better the ensemble [9]. The 8Ke same class is called as nearest Nit,{), and the other
perimental results show DREFW obtains higheridentificatiorhom the different class is named as nearest Migs,i(.)

performance for Parkinson speech rehabilitation in most casgs (wl,w?,--- ,w) is a vector of lengthl andw. (¢ =
without sacrificing the results stability. S k

1,2,---,d) represents the weight for featuren k-th base
feature selector outputv}fzi is the local margin fok;, which

2. DIVERSITY REGULARIZED ENSEMBLE belongs to hypothesis margin [10] and an intuitive interpre-
FEATURE WEIGHTING-DREEW tation of this margin is to measure how much the features of

X; can be corrupted by noise (or how mughcan “move”
2.1. Components of Ensemble Feature Selection in the feature space) before being misclassified. The natu-

ral idea behind the Eqgn. (2) is to obtain a weighted feature

Ensemble feature selection firstly create a set of different basgace parameterized by a feature weights vegjorSo that
feature selectors, each provides its output (feature weighting margin-based error function in the induced feature space is
vector or a feature subset), then aggregates the results of alinimized. For the purposes of this paper, we use the Man-
base feature selectors to obtain the ensemble result [7]. Wattan distance to define the margin and nearest neighbors,
other words, ensemble feature selection consists of two comwhile other standard distance definitions may also be used.
ponents, i.e. the base feature selectors and the combinatiplote that the defined margin only requires the information
strategy of their output. about the neighborhood af, while no assumption is made

To produce the base feature selector, we adopt a subsa@bout the underlying data distribution. This means that we
pling based strategy. Consider a training Xetontainsn  can transform an arbitrary nonlinear problem into a set of lo-
samplesX = {x;,y;}_,, and each samplbe is represented cally linear ones by local learning [6].
by and-dimensional vectok; ¢ R¢ and discrete class la- As shown in Eqn.(1), the regularization tetby;, (E) is
belsy;. Thenm subsamples of siz6n(0 < 8 < 1) are  used to characterize the diversity loss among the base feature
drawn randomly fromX, where the parametersand3 can  selectors. Though there is no agreement on what form of di-
be varied. Subsequently, feature selection is performed oversity should be defined, the diversity measures usually can
each of them subsamples to create the base feature selectdve defined in a pairwise form. Thus we consider a form of
In our case, the feature weighting algorithm is utilized to pro-diversity based on pairwise difference, and then the form of
duce base feature selector and its output is a feature weigtliversity loss is defined as pairwise similarity. The more sim-
vector for all features. Therefore, ensemble feature selectiafar all outputs are, the higher the diversity loss measure will
on m subsamples generates the feature weighting results de¢. The overall diversity loss can be defined as the average
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over all pairwise similarity between the outputs of differentand
base feature selectors:

1 m—1 m 8]0g(1 + exp( —rwn,\T Zz)) _ 1 exp(%‘:;{'zi)
Lin(®) = gy D0 D, Sim(wewio), (3) oy T G exp( ) "
k=1 k'=k+1 m
whereSim(wy, wy/ ) represents a similarity measure between )
feature weighting vectow;, andw;,. Notice that the fea- OSim (Wi, Wir) _ 2(Wpr + Wy). 9)
ture weighting vector is direct related to the classification er- owy,

ror based on the margin as described above, and each fea-
ture weighting vectowy, is linear without the bias term, thus
the direction of vector is the most important factor for the
classification performance. In the paper, the cosine similarityA
measure is adopted with normalized feature weights to calcu-
late the similarity between weighting vectay, andw,,, then  Algorithm 1 The Diversity Regularized Ensemble Feature
Sim(Wg, Wg) = Wiwy . Note that the adding of a constant Weighting (DREFW) algorithm

[Iwg[3 + [lwi|[3 (its value is 2) does not change the optimal  Step 1 Input training data seX = {x;, y;}"_,, X; € R?

Now, we are at the position to summarize the diversity
regularized ensemble feature weighting algorithm DREFW in
Igorithm 1.

solution [11]. In this case, the diversity loss can be replaced and regularization parametgiin Eqn. (1).
by [|wy + w3, i.e. Step 2 Initialize w;, € R? wherek = 1,- -, m.
] m—1 m Step3Fork=1,2,-- : , m-th subsampling
Laiv(E) = o Z Z Wi, +wi |2, (4) For everyz; in k-th subsample
k=1 k/m ki1 Minimizing Eqn. (1) through Eqgns. (8) and

(9) to obtainw, € E* (k=1,--- ,m)
Step 4 Output the ensemble feature weighting result
using Egn. (6).

and a relaxed convex optimization problem is obtain for en-
semble feature weighting loss in Eqn.(1). Furthermore, the
diversity loss is also 2-norm regularization term for logistic
regression, which leads to the stable feature weighting vec-

tors for its robustness to the rotational variation [12]. Then 1, ihitiglize the ensemble, each feature selector is learned
the proposed diversity loss term has positive effect on featurg,,, bootstrapped sample of. Specifically, the corre-

selection stability besides the classification performance. sponding feature weighting; is obtained by minimizing the
In summary, ensemble feature selection aims to find tthjective functionwy, = minw, 3, cponsupsampre 108(1 +

target modelE™ through minimizing the loss function in exp(—w’z;)). Note that the ensemble can also be initialized

Ean.(1): " ) in other ways, such as instantiating eag with random
B* = argminw, L(E), ®) Values, etc.

and the final ensemble feature weighting result is obtained by
linear combination of the outputs of base feature selectors.

1m
W, = — Wy, 6
- ®)

2.2. Stability Analysis

Same to the steps introduced in [7, 13, 14], the stability of en-
semble feature weighting algorithm is calculated as follows:
Consider the data s&with Q instances and features. Then

c sample subsets of siz&) (0 < p < 1) are drawn randomly
from S, where the parametecsandy also can be varied. The
sample subset is used Asdescribed above. Subsequently,
ensemble feature weighting is performed on each ofcthe
sample subsets, and the similarity of outputs of ensemble fea-

wherew,, € E*.

The target moddE* can be found by employing gradient
descent-based techniques. Accordingly, the gradiert$of
in Eqn. (1) w.r.t the model parametéds= {wy|1 < k < m}
are determined as follows:

oL - [‘1‘7 - 787L’ ... 787L]7 (7) ture weighting on the sample subsets are calculated. The

00 ow, oWy, W, more similar all outputs are, the higher the stability will be.

where The overall stability can be defined as the average similarity

—wT over all pairwise similarity between the different ensemble

o _ 1 Z Olog(1 + exp(—;-2i)) feature weighting results. However, feature weighting is al-

owy, i ckth subsample oW, most never directly used to compute the stability of feature
m ) selection, and instead converted to a ranking result based on

I 2y 9Sim W, Wir) @) the weights. For feature ranking, the Spearman rank correla-

m(m —1) =Lk Ak oW, tion coefficient [7, 15] can be used to calculate the similarity.
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3. EXPERIMENTS method, its stability remains constant.

3.1. Data

The experimental Parkinson speech rehabilitation data set is "
from [1], which is derived from 14 PD subjects (eight males **

and six females) with an age range of 51-69 years, and pro£"“% ¢ . ¢4 0 _ *

duced by sustained vowel /a/ phonations. The phonations” :

were assessed by experts perceptually whether phonations *° e DREFW s e DREFW
could be “acceptable” or “unacceptable”. The dysphonia 4 v  V-inos
measures used to characterize the phonation are defined and#—; & W E-felel ) 06 - numbi?o'se‘e%?edfea‘g‘,’:e"e;"
summarized in [16]. Refer to [1, 16], we simply summarize .

the dysphonia measures and cluster them into groups. The (a) Stability (b) Accuracy

first group of dysphonia measures builds on the physiologi-

cal observation that the vocal fold vibration pattern is nearly  Fig. 1. Experimental results of stability and accuracy
periodic in healthy voices, whereas pathological voices tend

to depart from periodicity or are completely aperiodic. Two

of the most widely used dysphonia measures fall under thig 3 Experimental Results for Classification

category are known as jitter and shimmer. The recurrence pe-

riod density entropy (RPDE), the pitch period entropy (PPEj\lOW we will turn to validate the classification performance
and the glottal quotient (GQ) are also fallen into the firstof our proposed DREFW for Parkinson speech rehabilita-
group. The second general group of dysphonia measurestign. In this part of experiments, the number of base selectors
the signal-to-noise ratio (SNR) type algorithms. The physiofor ensemble feature weighting is constant and set as 20
logical motivation for this group is that incomplete vocal fold for all ensemble algorithms, i.em=20. 10-cross valida-
closure leads to the creation of aerodynamic vortices whicHon is used and the linear SVM is adopted as classifier with
result in increased acoustic noise. Harmonic-to-noise rati&=1 [17]. The accuracy rate of different numbers of selected
(HNR), detrended fluctuation analysis (DFA), glottal to noisedysphonia measures for classifying the patients’ phonation
excitation (GNE), vocal fold excitation ratio (VFER), and are shown in Fig. 1(b). The top ten dysphonia measures se-
empirical mode decomposition excitation ratio (EMD-ER)lected by DREFW iS{GN Ensgr,rxkr0, VFERsNR,sEO,

are archetypal examples of this group. Lastly, Mel frequency ¥ ERnsrrxkEO1, VFERNSRTKEO.V FERNSR,SFO,
cepstral coefficients (MFCCs) target the placement of the adM Fxsrrxeo, Log energy 0""MFCC, 2"*MFCC,
ticulators (collectively referring to the mouth, teeth, tongue"" M FCC}

and lips), which is known to be affected in PD. Overall, 309  From the experimental results above, we can observe that

dysphonia measures are calculated to describe each pho4lr proposed ensemble algorithm-DREFW, can obtain higher
tion, resulting in a design matrix of sizé6 x 309. classification accuracy than other ones in most cases. The

stability value of our algorithm is approaching to 1 and is su-
perior or at least equivalent to other methods. Then the di-
versity regularization term in our proposed ensemble feature
In this part of experiments, we will validate the stability of weighting algorithm is effective to improve the classification
proposed ensemble feature weighting algorithm DREFW angerformance without sacrificing the stability.

compare with other state-of-the-art stable algorithms, such as

ensemble-LOGO (E-LOGO) used in [1], ensemble-Relief (E- 4. CONCLUSION

Relief) [7] and VR-Lmba [13, 14]. To estimate the stability of

ensemble feature weighting algorithm, the strategy explainetio stably and effectively choose the dysphonia measures
above was used with = 5 sample subsets of size 0.9Q (i.e. for automatically Parkinson’s speech rehabilitation, a di-
# = 0.9 and each sample subset contains 90% of the datayersity regularized ensemble feature weighting algorithm-
In our case, the size of sample subsef.is x 156 = 140. DREFW is presented. Local learning-based base feature
This percentage was chosen because we want to assess selector is adopted and diversity between base selectors is
bility with respect to relatively small changes in the data setconsidered in the evaluation criterion. The DREFW is ap-
Then, the proposed ensemble algorithm vith- 0.9 wasrun  plied into the Parkinson’s speech rehabilitation to find the
on each sample subset, and stability is calculated as describst@ble information-rich dysphonia measures, and combined
in section 2.2. We show the stability of these algorithms w.r.with SVM to classify the sustained vowel phonation as “ac-
different numbers of base feature selectors, i.e. the value akptable” or “unacceptable”. The experimental results have
m, in Fig.1(a). We see that the stability of all algorithms sat-shown its higher accuracy and at least similar stability to
urates at arouneh=20. Since VR-Lmba is not an ensemble other ones.

3.2. Experimental Results for Stability
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