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ABSTRACT

AAC(Advanced Audio Coding) is the most popular audio
compression standard and used widely in recent years. The
steganography schemes of AAC emerged gradually. This
paper presents a novel steganalysis method to attack the
steganography of Huffman codebook, which hide information
by modifying the codebook of each scale factor band(SFB),
and have good imperceptivity and security. Based on the cor-
relation of neighboring SFBs’ codebook, the paper proposes
to extract the Markov transition probability of adjacent SFBs’
codebook as steganalysis feature, and adopt calibration to
improve the accuracy. Extensive experiments demonstrate
the effectiveness of the proposed methods. To the best of our
knowledge, this piece of work is the first one to detect AAC
steganography of Huffman codebook.

Index Terms— AAC, Huffman, codebook, steganalysis,
Markov

1. INTRODUCTION

Steganography is a technique of secure communication by
hiding secret message in a public media, such as image, au-
dio, video etc. [1]. To the contrary, steganalysis is the art and
science of detecting the present of hidden message in suspi-
cious digital media to prevent the illegal use of steganogra-
phy [2]. In recent years, with the development of multimedia
and internet technology, AAC (Advanced Audio Coding) [3],
as an effective audio compression standard, has been used
widely. AAC is the default or standard audio format for many
mainstream mobile phone manufacturers and Internet ser-
vice providers, such as YouTube, iPhone, Android, and some
manufacturers of in-dash car audio systems.

With the widespread of AAC, many kinds of steganog-
raphy about AAC have been proposed [4–10]. There are
three main embedding domains of AAC: MDCT coefficien-
t [4–6], quantization parameter [7, 8], and Huffman cod-
ing [9, 10]. The steganography of MDCT coefficient [4–6]
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modifies the MDCT coefficient to embed secret message. The
steganography of quantization parameter [7, 8] is to modify
the quantization parameter in AAC encoding procedure, such
as quantization factor. Both of them will change the MDC-
T coefficient of the audio, and bring distortion to the audio
quality. Steganography schemes [9,10] of Huffman codebook
are proposed in recent years, they modifies the codebook of
each SFBs to embed secret information. Zhu [9] hides the
secret messages by adjusting the SFB’s codebook within a
range of section to match the steganography rules. Tang [10]
embeds secret message by controlling the choice strategy of
each SFB’s codebook. Although this change will affect the
compression efficiency, but it won’t change the value of MD-
CT coefficients. Thus the steganography schemes of Huffman
codebook will not introduce any distortion to audio quality
and have good imperceptivity.

Compared with the efforts devoted to other compressed
audio steganalysis, such as MDCT coefficient and quanti-
zation parameter for AAC and MP3 [11–17], steganalysis
against Huffman coding for AAC and MP3 remains unex-
plored. Alomost all the steganalysis schemes [11–17] are
seeking the differences of MDCT coefficients between cover
and stego audios. While the steganography of Huffman code-
book will not change the value of MDCT coefficients, the
existing steganalysis schemes will fail on it. In the process
of AAC Huffman coding, the choice strategy of cookbook
for each SFB is to make the frame’s bit number least, thus
AAC encoder will try to make the adjacent SFB have the
same codebooks to reduce the bit number, and the modifica-
tion of SFB’s codebook will damage the correlation between
adjacent SFB’s codebook. Markov transition probability was
used frequently in image steganalysis field, and this feature
can described the correlation and continuity between adjacent
or neighbouring block in a quantized method. CC-PEV fea-
ture set [18] is classical steganalysis method using Markov
feature in image field, and it can reach a satisfactory detection
effect. Based on the analysis above, the paper proposed to
extract the feature of Markov transition probability of the
adjacent SFB’s codebook to detect AAC audios.

The rest of the paper is organized as follows. Section 2
introduces the steganography of Huffman codebook. Section
3 shows the statistical properties of the steganography and
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illustrates our proposed steganalysis feature in detail. Our
staganalysis scheme is shown in Section 4. The performance
of our proposed method is analyzed in Section 5. Finally, the
conclusions and further works are drawn in Section 6.

2. AAC STEGANOGRAPHY OF HUFFMAN
ENCODING

2.1. Principle of AAC encoding

AAC is an audio coding standard for lossy digital audio com-
pression. Fig.1 shows the block diagram of a typical AAC
encoder. The process of Huffman coding is to encode MD-
CT coefficients lossless. There are 1024 quantized MDCT
coefficients for each frame, they are divided to several SF-
Bs according to the psychoacoustic model and threshold of
human’s hearing. For each SFB, Based on the largest abso-
lute value (LAV) of MDCT coefficients, AAC encoder will
adopt several Huffman codebooks, try to encode MDCT co-
efficients, and select the optimal codebook which needs the
least number of bits as the SFB’s codebook. To reduce the
bit number further, Sectioning process is carried out, which
merges several SFBs into one section using single codebook
to make the bit number of the whole section least.

Fig. 1 Block diagram of AAC encoder

2.2. AAC steganography of Huffman Codebook

Steganography algorithms [9, 10] embed the secret bits by
modifying the SFB’s codebook. Zhu [9] segments the SF-
Bs of each frame into several groups, each group have 2 or 3
SFBs according to the key. They set the rule that if all SFBs
in a group has same codebook, the bit embeded in this group
is 0, otherwise 1. If the group doesn’t match the secret mes-
sage, one codebook of a SFB will be changed randomly to
compliance with the embedding rule. Tang [10] embeds the
secret message based on the relationship between selection s-
trategy of Huffman codebook and statistic properties of MD-
CT coefficients. For the same MDCT coefficients, the length
of bit stream is different while choosing different codebook.
AAC encoder will select one which has least bit number as
the optimal codebook. It is feasible to embed secret message
by controlling the available codebook if two codebooks have
same number of bits after encoding. For example, if there are
two codebook hi and hj (i is Huffman codebook index, and
i < j) have the same least bit number after Huffman coding

for a MDCT sequence, 0 can be represented by codebook hi,
and 1 can be represented by hj .

3. THE DISTRIBUTION CHARACTERISTICS OF
THE CODEBOOK

In the process of AAC Huffman coding, the choice strategy of
cookbook for each SFB is to make the length of the frame’s
bit stream shortest. To achieve it, the AAC encoder will do
sectioning operation to make the adjacent SFB have the same
codebooks to reduce bit number. Thus the modification of
SFB’s codebook [9, 10] will change the correlation between
adjacent SFB’s codebook. The codebook of adjacent SFB in
cover audios should be strongly related, and for stego audios,
due to the randomness of secret message, the continuity and
correlation will be weakened. Based on the above considera-
tions, we measure the continuity and correlation between ad-
jacent SFB’s codebook by Markov transition probability ma-
trix of adjacent codebook feature (MAC) to design effective
steganalysis scheme.

Some notation is defined to describe the MAC feature
clearly at first. The codebooks of each SFB in a frame are
denoted by S = {c1, · · · , cj , · · · , cN}, while j is index of
SFB sorted by time sequence, N is the number of SFBs in the
frame, and cj is the jth index of codebook. The codebook in
AAC encoder ranges from 0 to 11, and each codebook indi-
cates the information described in [3], which include the LAV,
dimension and signed(or unsigned) for MDCT values. There
are two special codebooks, zero codebook(index of codebook
is 0, all MDCT coefficients are equal to 0) and ESC code-
book(index of codebook is 11, the LAV of MDCT coefficients
are larger than or equal to 16). If zero and ESC codebook
are replaced, the value of MDCT coefficients will be modi-
fied extensively, so those two codebooks will not be used in
stenography, thus cj ∈ [1, 10]. The feature of MAC can be
calculated by Formula 1. Prα|β is probability that the index
of (j + 1)th codebook is α while the jth index is β.

Prα|β =
Pr(cj+1 = α, cj = β)

Pr(cj = β)
, (α, β ∈ [1, 10]) (1)

For S, a Markov transition probability matrix A can be
generated by Formula 2. the dimension of A is 102. The
element eαβ of A is the transition probability that codebook
of jth SFB equal to β, and codebook of (j + 1)th equal to
α(α, β ∈ [1, 10]). Obviously, Matrix A reflects the correlation
characteristics of neighboring SFB’s codebook.

A =


e1,1 e1,2 · · · e1,10
e2,1 e2,2 · · · e2,10

...
...

. . .
...

e10,1 e10,2 · · · e10,10

 (2)

Fig.2 shows the MAC feature of cover and stego audio
with 96kbps. The stego audio is produced by steganogra-
phy method in [9], and the relative embedding rate (RER)
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is 100%. From Fig.2, we can find the distinguish between
cover and stego audio is obvious, especially at the diagonal
of MAC feature. But for steganalysis in real world, there is
no cover audio to compare, thus if the MAC feature of cover
could be estimated, it will be useful to increase the accuracy
of steganalysis method. At the same time, the codebook of
each SFB is depending on the MDCT coefficients and relat-
ed to the audio’s content closely. In the literature [19, 20], in
order to recover the feature of cover image, different quanti-
zation matrixes were adopted to recompress JPEG image, ex-
tracting difference of testing and double-compressed images
as detection feature. Based on the analysis above, we adopt
recompression calibration strategy to estimate the feature of
original cover audio to decrease the influence of variable au-
dio content and make the MAC feature more stable. The ex-
periment result is shown as Fig.2 and Fig.3.

(a)Cover (b)Stego

Fig. 2 The MAC feature of cover and stego audios

(a)Recompressed Cover (b)Recompressed Stego

Fig. 3 The MAC feature of recompressed audios

Due to that the most fundamental purpose of Huffman
coding in AAC is to minimize the bit number, different en-
coders have same target. For AAC audios, whether cover or
stego, the recompression will recover the correlation of adja-
cent SFB’s codebook to the cover’s, thus we adopt recompres-
sion to get the calibrated audio. Fig.3 shows the MAC feature
of cover and stego in Fig.2 after recompression, it shows that
recompression can recover the MAC feature of the cover au-
dio. So we define Calibrated MAC(C-MAC) feature to clas-
sify the cover and stego. C-MAC is the difference between
the MAC feature of testing audio and its calibrated one. Fig.4
shows the C-MAC feature of cover and its stego audio, the
samples are same as Fig.2. Compared with MAC feature, the
distinction of C-MAC feature between cover and stego audio
is more obvious, which means C-MAC feature is more sensi-
tive to the change of SFB’s codebook.

(a)Cover (b)Stego

Fig. 4 The C-MAC feature of cover and stego audios

4. AAC STEGANALYSIS SCHEME BASED ON
C-MAC

Through the above basic experiments and analysis, it is shown
that C-MAC feature is effective to distinguish cover and
stego. Thus, we design a steganalysis scheme based on C-
MAC. Fig.5 summarizes the feature extraction process of the
C-MAC features.

Fig. 5 Steganalysis algorithm based on C-MAC feature

For the testing AAC segement M1 with encoding bitrate
R, MAC features of the testing audio M1 and its calibrat-
ed audio M2 are extracted by Formula 2 respectively to get
MAC-F1 and MAC-F2. C-MAC feature is the difference
between MAC-F1 and MAC-F2. Our proposed steganalysis
algorithm adopts a supervised machine learning method. To
verify the effectiveness of our proposed features, we adop-
t LibSVM with its default parameters and RBF kernel as
classifier in the experiment.

5. EXPERIMENT

In order to evaluate the detection performance of proposed
method, several experiments are carried out. In this section,
we will analysis the performance of MAC and C-MAC fea-
ture respectively. In addition, two different AAC encoders
(FAAC [21] and Nero [22]) are used in calibration to analysis
the influence of different encoders.

5.1. Experiment Steup

There are 1,500 WAV audio with 44.1 kHz, 16-bit encoding
mode in audio sample set,including several types (blue, jaz-
z, etc.) and different languages (Chinese, English, Korean,

2141



etc). The length is 3 seconds. The WAV audios are encod-
ed by FAAC [21]with the bitrate of 64kbps, 96kbps, 128kbps
and 152kbps, the total number of cover AAC audios is 6,000.
The steganography described in [9] and [10] are implement-
ed. Secret information is embedded in WAV with a RER of
30%, 50%, 80% and 100% for each bitrate. In the process of
calibration, FAAC and Nero [22] encoder are adopted respec-
tively. There are 48,000 stego audios totally.

5.2. Experiment Result

The results of 3 experiments are shown in Table 1, Table2 and
Table 3 respectively. While TPR (true positive rate) means
the proportion that stego audios are judged as stego, and TNR
(true negative rate) means the proportion that cover audios are
judged as cover.

5.2.1. Experiment result using MAC feature

To evaluate the performance of MAC feature, we design the
experiment to use MAC as the classify feature. FAAC en-
coder is adopted as compressed encoder. The experiment re-
sult is shown in Table 1. It demonstrates that MAC feature
has a well performance of steganalysis. TNR is higher than
88% and TPR can reach 85% while the embedding bit rate is
30% or above.

Table 1 The performance of MAC feature

BitRate stenography TPR TNR
30% 50% 80% 100% Cover

64kbps Zhu [9] 87.63% 90.54% 94.13% 95.12% 88.33%Tang [10] 85.67% 89.67% 93.99% 94.67%

96kbps Zhu [9] 90.42% 93.28% 94.34% 95.71% 90.87%Tang [10] 89.92% 90.67% 92.54% 94.27%

128kbps Zhu [9] 92.67% 93.67% 95.03% 96.31% 92.93%Tang [10] 91.40% 92.99% 93.93% 94.67%

152kbps Zhu [9] 92.99% 94.63% 95.03% 96.33% 92.33%Tang [10] 91.71% 92.99% 93.93% 95.71%

5.2.2. Experiment result using C-MAC feature

To evaluate the performance of C-MAC feature, we design the
experiment to use C-MAC as the classify feature. FAAC en-
coder is adopted as the recompressed encoder, which is same
with the encoder of the testing audios(FAAC). The experi-
ment result is shown in Table 2. TNR is higher than 95% and
TPR can reach 95% when the embedding bit rate is 30%. Ta-
ble 2 shows that the performance of C-MAC feature is better
than MAC feature obviously, and it means that C-MAC fea-
ture is more efficient to detect cover and stego.

5.2.3. Experiment result using C-MAC under different de-
coder

In order to analysis the influence of different encoder to cali-
bration, we design the experiment to use C-MAC as the clas-

Table 2 The performance of C-MAC feature with FAAC

BitRate stenography TPR TNR
30% 50% 80% 100% Cover

64kbps Zhu [9] 96.28% 99.13% 98.93% 100% 97.33%Tang [10] 99.13% 99.33% 100% 100%

96kbps Zhu [9] 98.67% 99.33% 99.93% 100% 99.87%Tang [10] 99.13% 99.67% 99.93% 100%

128kbps Zhu [9] 99.13% 99.67% 100% 100% 100%Tang [10] 99.33% 99.93% 100% 100%

152kbps Zhu [9] 99.54% 100% 100% 100% 100%Tang [10] 99.67% 99.93% 100% 100%

Table 3 The performance of C-MAC feature with Nero

BitRate stenography TPR TNR
30% 50% 80% 100% Cover

64kbps Zhu [9] 96.54% 97.13% 98.13% 100% 99.33%Tang [10] 98.28% 99.33% 100% 100%

96kbps Zhu [9] 99.13% 99.98% 99.93% 100% 99.87%Tang [10] 99.33% 100% 100% 100%

128kbps Zhu [9] 99.33% 100% 100% 100% 100%Tang [10] 99.67% 100% 100% 100%

152kbps Zhu [9] 99.93% 100% 100% 100% 100%Tang [10] 99.93% 100% 100% 100%

sify feature, and Nero encoder is adopted as the recompressed
encoder, which is different with the encoder of the testing au-
dios (FACC). The result of experiments is shown in Table 3.
Table 3 shows that C-MAC feature will not be affected by
AAC encoder at the process of calibration. The C-MAC fea-
ture is robust to different encoders.

6. CONCLUSION

In this paper, we propose a novel steganalysis method to de-
tect AAC steganography of Huffman codebook. The main
contributions of our work are as follows: firstly, according
to our knowledge, this is the first piece of work on detect-
ing on AAC Huffman steganography. It extends the research
topics of steganalysis. Secondly, this work expounds that the
modification of AAC Huffman codebook can cause signifi-
cant diversity between cover and stego. Via the analysis and
experiments, we find that C-MAC feature is useful and effec-
tive to attack the steganography of Huffman codebook. Ex-
perimental results show that the performance of our proposed
method is perfect. TNR and TPR of C-MAC feature are al-
l above 97%. Another advantage of the proposed method is
that it has a strong robustness and is not influenced by en-
coders. And due to the similarity between MP3 and AAC,
the proposed method can be applied to MP3. In the future,
we plan to improve the universality of our scheme by obtain-
ing the essential characteristic of cover audio, and will adopt
semi-supervised or non-supervision classification method to
practice it.
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