
DETECTING DOUBLE MPEG COMPRESSION WITH THE SAME QUANTISER SCALE
BASED ON MBM FEATURE

Jieyuan Chen?† Xinghao Jiang?† Tanfeng Sun?† Peisong He?† Shilin Wang?†

? School of Electronic Information and Electrical Engineering, Shanghai Jiao Tong University
† National Engineering Lab for Information Content Analysis Techniques, GT036001, Shanghai, China

Email: cjy sjtu@outlook.com, {xhjiang, tfsun, gokeyhps, wsl}@sjtu.edu.cn

ABSTRACT

Detecting double MPEG compression is of prime significance
in video forensics. However, existing methods are effective
only when the primary compression and the secondary com-
pression have different quantiser scales (QS). There is a lack
of effective methods dealing with double MPEG compression
with the same QS. In this paper, a novel method based on the
statistical feature of macroblock mode (MBM) which consists
of macroblock type and motion vector in P-frames is proposed
to detect double MPEG compression with the same QS. The
MBM statistical feature is extracted during multiple decoding
procedures when the video is repeatedly compressed with the
same QS for several times. Finally, the proposed feature is
combined with the support vector machine (SVM) to classify
the single MPEG compression and double MPEG compres-
sion. Experiments have demonstrated the effectiveness of the
proposed method and the robustness to a wide range of QSs
and different encoders.

Index Terms— Digital forensics, double MPEG com-
pression, same quantiser scale, MBM statistical feature

1. INTRODUCTION

In recent years, MPEG based codecs have been widely uti-
lized in various applications such as surveillance systems and
video cameras. However, with sophisticated video editing
software, attackers can maliciously delete or insert video
shots to change semantics of original video content. Since
most of the tampered videos must undergo the recompression
process, double compression detection can be regarded as
one of the most important methods in video forensics[1].

Double compression can be categorized into two classes
for variable bit rate (VBR) encoding depending on whether
the primary QS and second QS are same or not. For detecting
double MPEG compression with different QSs, there are sev-
eral successful methods. By modeling the distribution of DCT
coefficients, Wang and Farid provide some statistical features
of DCT coefficients to detect double compression in [2, 3].
Benford’s law of DCT coefficients is another useful detec-
tion tool[4, 5, 6]. Markov statistics is one of state-of-the-art

methods to detect double MPEG compression and achieves
satisfactory performance in [7, 8].

However, all methods mentioned above fail to detect
double MPEG compression with the same QS due to the
slight difference between singly compressed and doubly
compressed videos. Please note these methods focus on
double compression with the matched Group of Pictures
(GOP) which does not leave temporal fingerprints, as well
as our method. To detect double compression with differ-
ent GOP structures, methods based on the temporal features
are proposed[9, 10]. Similar to double MPEG compression
detection with the same QS, in image forensics, detecting
double JPEG compression with the same quality factor(QF)
is still a challenging problem. Huang et al. first addressed
this issue based on the JPEG coefficients convergence[11].
Yang et al. used the statistical difference of the error blocks,
improving the detection accuracy and the detection range of
QF[12]. Different from JPEG compression, MPEG com-
pression considers the temporal correlation between frames
which is more complicated. Thus detecting double MPEG
compression with the same QS is more difficult.

In this paper, we propose a novel method to detect double
MPEG compression with the same QS based on macroblock
mode (MBM). Inspired by the JPEG coefficients convergence
to detect double JPEG compression with the same QF in [11],
we define the concept of MBM and analyze the statistical
characteristics of MBM. To extract MBM statistical feature,
a video is repeatedly re-compressed with the same QS and
then the number of marcoblocks with different MBMs is cal-
culated between two sequential compressions. Finally, the
MBM statistical feature is fed to the support vector machine
to detect double MPEG compression with the same QS. Ac-
cording to the experimental results, MBM statistical feature
have been demonstrated to be effective to detect MPEG dou-
ble compression with the same QS. Besides, the proposed
method is robust to a wide range of QSs and different en-
coders conforming to both MPEG-2 and MPEG-4 standards.

The rest of this paper is organized as follows. Section
2 first introduces the preliminary of MBM statistical model
and then the MBM statistical model is illustrated in detail.
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Section 3 presents the proposed double MPEG compression
detection scheme. Section 4 reports the experimental results
and conclusions are drawn in section 5.

2. MBM STATISTICAL FEATURE

2.1. Analysis of Quantised DCT Coefficients of I-frames
in Multiple Compression With the Same QS

In MPEG compression, there are three basic types of frames:
intra-coded frame (I-frame), predictive-coded frame (P-
frame), bi-directionally predictive-coded frame (B-frame).
There are also three basic types of macroblocks: intra-
coded macroblock(I-MB), inter-coded marcoblock(P-MB)
and skipped macroblock(S-MB). All macroblocks in I-frames
must be intra coded like JPEG compression. Therefore, when
a video is MPEG compressed with the same QS repeatedly,
the quantized DCT coefficients of I-frames will have the sim-
ilar characteristic to JPEG coeffcients shown in [11]. We
extend the repeated compression process of JPEG in [12]
to MPEG compressed with the same QS. The n-times com-
pressed 8 × 8 quantised DCT coefficients of an I-MB is
denoted as Dn, the generation of Dn+1 can be expressed as:

Dn+1 = [DCT (RT (IDCT (Dn ×Q×QS)))/(Q×QS)], (1)

where the subscript n denotes the times of MPEG compres-
sion a video has undergone, DCT (·) and IDCT (·) denote
8×8 discrete cosine transform and inverse discrete cosine
transform separately, Q denotes the fixed quantisation ma-
trix, RT (·) denotes rounding and truncating a real number to
integer in the range of [0, 255], [·] denotes rounding opera-
tion and all the basic arithmetic operation is component-wise.
And the error of rounding and truncating the IDCT coeffi-
cients (En) can be calculated as:

En=RT(IDCT(Dn×Q×QS))−IDCT(Dn×Q×QS). (2)

According to (1) and (2), we can obtain the recursion formula:

Dn+1=[DCT (IDCT (Dn×Q×QS)+En)/(Q×QS)]

=Dn + [DCT (En)/(Q×QS)]

=Dn +Rn, (3)

where Rn denotes the quantised DCT coefficients of En.
Fig. 1. shows the average number of different quantized

DCT coefficients per I-frame by multiple compression with
the same QS for YUV sequences in CIF format downloaded
from [13]. Each curve in Fig. 1. corresponds to a specific QS.
The number of different coefficients is presented as Fn, where
n represents the times of compression. It is observed that the
value of Fn decreases with the compression times increasing.
It can be found that the value of Fn is smaller corresponding
to a larger QS. According to (3), the larger QS is, the elements
of Rn are more likely to be equal to 0, which results in the
faster convergence.
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Fig. 1. Variation of the average number of different quantised DCT
coefficients per I-frame corresponding to different QS, where the
horizontal axis represents the times of compression and the vertical
axis represents the average number of different coefficients.

2.2. MBM Statistical Feature

When the quantisation is strong, the difficulty of detect-
ing double JPEG compression with the same QF has been
shown in [11, 12] because of the slight difference of JPEG
coefficients. However, the elements of quantisation matrix
in MPEG compression are larger than these in JPEG com-
pression which means the quantisation in MPEG is much
stronger. It infers that it is difficult to discriminate between
singly MPEG compression and doubly MPEG compression
with the number of different quantised DCT coefficients of
I-frames directly. In the inter-coding process, both mac-
roblock type decision and motion estimation are based on the
quantised DCT coefficients of I-frames and are more insen-
sitive to the strong quantisation. In this section, we propose
the definition of macroblock mode (MBM) and analyze the
MBM statistical feature. MBM of each macroblock is defined
as a set composed of 2 properties, i.e. macroblock type and
motion vector, which can be expressed as:

MBM(M) = {Mtype,Mmv}, (4)
Mtype ∈ {I-MB,P-MB,S-MB},Mmv = {(u, v)|u, v ∈ Z},

where M denotes a macroblock, Mtype denotes the mac-
roblock type, Mmv denotes the motion vectors of M . If
Mtype is I-MB, its Mmv is set to {(0, 0)}. Two macroblocks
belong to the same MBM if and only if they have the same
macroblock type and motion vector at the same time. When
the video is compressed for several times, if a macroblock at
the same position in n-times compressed video and (n + 1)-
times compressed video belongs to the same MBM, this mac-
roblock is considered as temporarily stable in (n + 1)-times
compression, otherwise, the macroblock is unstable.

The total number of unstable macroblocks of a video be-
tween (n)-times compression and (n+ 1)-times compression
is denoted as Tn, and the average number of unstable mac-
roblocks per P-frame is formulated as:

Cn =
1

N

∑
i,x,y

I(Mn(i, x, y),Mn+1(i, x, y)), (5)

where N denotes the total number of P-frames, Mn(i, x, y)
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Fig. 2. Variation of the average value of Cn for 116 video sequence
corresponding to different QS, where the horizontal axis represents
the index n of Cn and the vertical axis represents the value of Cn. (a)
Videos encoded by FF-MPEG4; (b) Videos encoded by FF-MPEG2.

denotes the macroblock of the n-times compressed video, lo-
cated at (x, y) of the i-th P-frame. And the indicator function
I(M1,M2) is defined as:

I(M1,M2) =

{
1 MBM(M1) 6= MBM(M2)

0 MBM(M1) = MBM(M2),
(6)

where M1,M2 are two macroblocks.
Fig. 2. shows the average value of Cn for 116 YUV se-

quences1 encoded by FF-MPEG4 and FF-MPEG2 with dif-
ferent QSs. FF-MPEG4 and FF-MPEG2 denote the mpeg4
codec and the mpeg2video codec in FFmpeg separately. It is
observed that no matter which QS or encoder are used, the
value of Cn is monotonically decreasing and the speed of de-
crease becomes slower with the increment of n. Furthermore,
it is observed that the values of Cn are bigger corresponding
to smaller QSs.

Comparing Fig. 2 with Fig. 1., it is found that the vari-
ation tendency of MBM (Cn) is similar to the variation ten-
dency of quantised DCT coefficients in I-frames (Fn). It can
be calculated that the minimal proportion of unstable mac-
roblocks per P-frame is 2.7% while the maximum proportion
of different quantised DCT coefficients per I-frame is only
0.26‰. Thus the convergence speed of Cn is slower than Fn.
The reason is that the stability of macroblocks in P-frames is
frame-delayed. P-frames locate in the later part of GOP can
only refer to its previous P-frame, not I-frame directly. The
(K+1)-th P-frame cannot be completely stable until the K-th
P-frame is stable where K = 1, 2, · · · , presenting the order of
P-frames in a GOP. Therefore, the macroblocks in P-frames
located in the later part of GOP can still be unstable after sev-
eral times compression. The slower convergence speed of Cn

infers that Cn is more discriminative to detect double MPEG
compression with the same QS, especially with large QS.

3. PROPOSED DETECTION SCHEME

As illustrated in Fig. 2., the curves of MBMs have discrim-
inatively different convergence between singly MPEG com-

1The details about 116 YUV sequences are illustated in Section 4.
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Fig. 3. Feature space of C when K = 3 and the samples contain
116 singly compressed videos and 116 doubly compressed videos
with the QS equals 15.

pressed videos and doubly MPEG compressed videos. To fur-
ther enhance the robust of MBM feature, we propose a detec-
tion method based on machine learning framework. The pro-
posed method is consisted of four steps which are described
as follows:

1. Decode the input video V to YUV file Y1 in order not
to introduce the error when changing YUV to RGB
and extract its macroblock mode information M1 of all
macroblocks in P-frames synchronously.

2. Compress the YUV file Yn to MPEG video Vn with
the same QS, n = 1, 2, · · · . Then decode Vn to YUV
file Yn+1 and extract its macroblock mode information
Mn+1 at the same time.

3. Repeat Step 2) for K times. Then calculate Cn using
Mn and Mn+1 according to (5).

4. Construct the vector C = (C1, C2, · · · , CK) as the
feature of this video, then the support vector ma-
chine(SVM) is employed to detect doubly MPEG
compressed with the same QS.

Fig. 3. shows the feature space of C when K = 3 and in-
tuitively demonstrates the capability of C to differentiate the
singly compressed and doubly compressed videos. Accord-
ing to our experimental results, K = 5 should be a proper
value to construct the feature vector because a larger K only
increases a little precision in detection but needs to repeat step
2) for more times which is computationally expensive.

4. EXPERIMENTS

To generate our dataset, a group of 32 well-known YUV se-
quences has been downloaded with CIF resolution (352×288
pixels)[13]. Each sequence has been split into several non-
overlapping subsequences with 100 frames long. Finally, 116
new YUV sequences are obtained. Similar to the samples
generated in [11], each YUV sequence is first MPEG com-
pressed with a specific QS as an element of negative class,
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denoted by V
1,QS

, and then V
1,QS

is re-compressed with the
same QS to construct positive class, denoted by V

2,QS
. The

accuracy rate(AR) is calculated as AR=(TPR+TNR)/2, where
TPR and TNR means true positive rate and true negative
rate separately. For the SVM classifier, rbf kernel is se-
lected and the parameters is determined by a grid-search. All
the results by the proposed method are computed by 5-fold
cross-validation. In order to demonstrate the robustness of
our methods to different encoders, three encoders based on
different MPEG standards are selected to test separately. For
simplicity, the size of GOP is set as 10 and no B-frame is en-
coded, other parameters are set as default value. To our best
knowledge, there is lack of methods for dealing with such
situation, so we choose one of the state-of-the-art method in
[7] using Markov statistics to compare with our method.

We first evaluate the performance on the subset Sqs which
only contains the videos compressed with a specific QS=qs
ranging from 1 to 15 and then evaluate the performance on
the whole set Sh containing hybrid QSs, defined in (7).

Sqs={V k
i,qs|i = 1, 2, k = 1, 2, ..., 116}, Sh=

15⋃
qs=1

Sqs, (7)

where V k
1,qs denotes the k-th singly compressed video with

QS=qs, V k
2,qs denotes the k-th doubly compressed video with

QS=qs. When the QS is equal to 15, the quality of the video
is extremely poor, so the largest QS is selected up to 15.

Results are given in Table 1 for different encoders and
QSs, where the average ARs of all the QSs ranging from 1
to 15 are given in the “Average” line. FF-MPEG2 and FF-
MPEG4 denote the default MPEG2 and MPEG4 encoders
in FFmpeg separately, and XVID denotes the common used
Xvid encoder. “MBM” denotes the results of the proposed
method and “Markov” denotes the results of the state-of-the-
art method in [7] using Markov statistics. It is observed that
the average ARs of MBM are 96.71%, 96.27%, 92.67% for
FF-MPEG2, FF-MPEG4 and XVID separately. The accu-
racy rates are lower corresponding to XVID due to the more
sophisticated macroblock type decision and motion estima-
tion algorithms. The results of “Markov” show that it fails
to detect double MPEG compression with the same QS and
degrades to random guess. On the other hand, when QS be-
comes larger, the accuracy rates do not tend to decrease. The
results can even be 100% with a large QS compressed by FF-
MPEG2 and the AR is up to 99.70% and 95.78% for FF-
MPEG4 and XVID separately. There is a minimal value of
the accuracy rates when QS is small. The reason is that when
QS is small, the value of Cn defined in (5) will be still large
when n > 1. So there are some videos’ value of Cn+1 is
larger than other videos’ value of Cn, which makes it diffi-
cult to differentiate. When the QS is large, the variance is
much smaller resulting in the better performance. Therefore,
the proposed method based on MBM statistical feature can be
applicable to a wide range of QS.

Table 1. Detection accuracy rates (%) for different encoders and
QSs. (Compared with Markov statistics[7])

QS FF-MPEG2 FF-MPEG4 XVID
Markov MBM Markov MBM Markov MBM

1 49.09 93.98 49.69 93.67 57.79 91.87
2 49.09 92.17 49.91 93.98 49.26 94.58
3 49.63 87.94 49.86 93.37 49.74 91.87
4 49.91 90.34 49.89 94.58 49.63 91.27
5 49.83 92.77 49.69 92.47 49.83 89.16
6 50.00 98.80 49.91 93.98 49.69 88.86
7 50.20 98.19 49.80 97.89 49.80 90.96
8 50.06 99.10 49.60 95.78 49.86 92.17
9 49.78 99.10 50.06 96.39 49.66 95.48
10 49.80 99.40 49.86 98.49 49.97 93.37
11 49.69 99.70 49.86 96.99 49.86 95.18
12 49.80 99.40 49.86 98.19 49.71 89.46
13 49.51 100 49.80 99.10 49.88 95.78
14 49.34 100 49.74 99.70 49.83 95.78
15 49.26 99.70 49.74 99.40 49.71 94.28

Average 49.67 96.71 49.82 96.27 50.28 92.67
Hybrid – 94.28 – 94.12 – 90.90

The “Hybrid” line of Table 1 shows results on the whole
videos compressed with different QSs in set Sh. The results
on XVID is 90.90% and the results on FF-MPEG2 and FF-
MPEG4 are all higher than 94%. Markov statistics need to
train a unique model for each QS, so we do not evaluate the
performance for it on hybrid set. The results illustrate that
in fact one hyperplane in SVM is enough to differentiate the
doubly and singly compressed videos corresponding to dif-
ferent QSs and shows that MBM statistical feature is uni-
versal to different QSs. The results in Table 1 demonstrate
the good discriminative capability of detecting double MPEG
compression with the same QS and the robustness to different
QSs and encoders of proposed method.

5. CONCLUSION

Detecting double MPEG compression with the same QS is
a challenging work due to the unobvious difference between
singly compressed and doubly compressed MPEG videos. To
the best of our knowledge, there are few effective methods to
solve such problem in the literature. In this paper, the sta-
tistical characteristic of MBMs in P-frames is analyzed and
the MBM statistical feature is extracted to detect the double
MPEG compression with the same QS. Experimental results
demonstrate that our proposed method is capable of detecting
double MPEG compression when the primary compression
and the secondary compression have the same QS.
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