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ABSTRACT

This paper studies the dirty-paper coding (DPC) based se-
cure transmission in a multiuser broadcast channel. Since
the encoding order of DPC determines which information-
bearing signals must be treated as noise by potential eaves-
droppers, adopting DPC enables the accurate characterization
of the intrinsic secrecy as well as secrecy outage of multiuser
broadcasting. Furthermore, the information-bearing signals
can be designed to provide secrecy in addition to supporting
normal (unclassified) transmission. To show this, we con-
sider the scenario where one user requests secure transmission
and the other users request normal transmission, and propose
a hybrid secure transmission scheme which combines zero-
forcing DPC and artificial noise (AN). By solving the secrecy
rate maximization problem under constraints on the secrecy
outage probability and the normal communication rates, we
find that in addition to supporting the normal transmission,
the proposed scheme has the potential to achieve a secrecy
rate close to that of the traditional AN-based beamforming.

Index Terms— Physical layer security, broadcast chan-
nel, dirty-paper coding, secrecy outage, artificial noise.

1. INTRODUCTION

In this paper we consider the physical layer security in a wire-
tap broadcast channel (BC) where a multi-antenna transmitter
sends independent messages to multiple users in the presence
of an external eavesdropper. In this scenario, the received sig-
nal of the eavesdropper contains the messages intended for
different users. When the eavesdropper tries to decode one
message, the other messages act as interference and make the
decoding more difficult to succeed. Hence, such multiuser
broadcasting provides some intrinsic secrecy [1].

In reality, the eavesdropper’s channel state information
(CSI) is usually unavailable. In this case, the intrinsic secrecy
as well as the eavesdropper’s decoding ability is hard to char-
acterize. To bypass this problem, an optimistic assumption
often adopted in existing works (see e.g. [2]) is that, to de-
code the message for one user, the eavesdropper always treats
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the signals for the other users as noise. This assumption over-
estimates the intrinsic secrecy and the resultant secrecy rates
are usually not achievable. Another assumption often adopted
(see e.g. [3]) is that, the interference from unintended mes-
sages can be completely cancelled. This pessimistic assump-
tion ignores the intrinsic secrecy and leads to conservative se-
crecy rates. In fact, the key to accurately characterizing the
intrinsic secrecy of multiuser broadcasting is the dirty-paper
coding (DPC) [4] which achieves the underlying secrecy ca-
pacity region [5, 6]. It is shown in [5, 6] that, if the transmitter
adopts DPC, then he accurately knows which signals must be
regarded as noise and which must be regarded as perfectly
cancelled, irrespective of the eavesdropper’s CSI. Therefore,
the secrecy of some messages can be protected by the oth-
ers, and this secrecy rate is accurate and achievable in theory.
Compared with the traditional artificial noise (AN) based se-
cure transmission scheme [7], such DPC-based scheme has
higher power efficiency since it uses information-bearing sig-
nals as artificial interference.

In this paper, we assume the eavesdropper’s CSI is un-
available and choose secrecy outage as the secrecy metric.
We show that adopting DPC enables the accurate charac-
terization of secrecy outage in the wiretap BC. Such char-
acterization incorporates the intrinsic secrecy of multiuser
broadcasting and is not seen in existing works. Furthermore,
since the information-bearing signals can provide intrinsic
secrecy, they can be designed to support secure transmission
and normal (unclassified) transmission simultaneously. To
show this, we consider the scenario where one user requests
secure transmission and the other users request normal trans-
mission, and study the secrecy rate maximization problem
under constraints on the secrecy outage probability (SOP)
and the normal communication rates. To simplify the prob-
lem, we propose a hybrid secure transmission scheme which
combines zero-forcing dirty-paper coding (ZF-DPC) [8] and
AN. The use of ZF-DPC in physical layer security is rarely
studied in existing works, while in this paper we show that
the orthogonal structure of ZF-DPC can lead to a closed-form
SOP and the global optimal solution to the considered prob-
lem. Simulation results show that the proposed scheme can
achieve a rather good secrecy rate in addition to supporting
the normal transmission. Furthermore, the obtained solution
also provides useful insights into the transmission design.
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2. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a multiple-input single-output (MISO) wiretap
BC with an N -antenna transmitter, Alice, M single-antenna
legitimate receivers, Bob-1, Bob-2, . . . , Bob-M , and a single-
antenna eavesdropper, Eve. When Alice transmits x ∈ CN ,
the received signals of Bob-m and Eve are, respectively,

ym = hH
mx + nm, m = 1, 2, . . . ,M (1)

yE = hH
Ex + nE, (2)

where hm,hE ∈ CN denote the channels from Alice to Bob-
m and Eve, respectively, and nm and nE are the receiver
noises and assumed to be independent CN (0, 1) variables.

To send independent messages to each user, the broadcast
signal x can be decomposed as x = x1 + x2 + · · · + xM ,
where xm ∼ CN (0,Km) is the signal intended for Bob-m.
The secrecy capacity region of the underlying multiple-input
multiple-output (MIMO) wiretap BC is established in [5, 6]
where the secrecy is achieved by combining DPC [4, 8] and
random binning. Let the encoding order of DPC be from 1 to
M , then the achievable secrecy rate of Bob-m is given by

Rs,m ≤ {log (1 + γm)− log (1 + γE,m)}+ , (3)

for m = 1, 2, . . . ,M , where {·}+ stands for max{·, 0},

γm =
hH
mKmhm

hH
m

(∑M
i=m+1 Ki

)
hm + 1

, (4)

is the equivalent signal-to-noise ratio (SNR) of Bob-m, and

γE,m =
hH
EKmhE

hH
E

(∑M
i=m+1 Ki

)
hE + 1

, (5)

is Eve’s equivalent SNR when she tries to decode the mes-
sage for Bob-m. From (4) and (5) we see that, as an effect
of DPC, both Bob-m and Eve should treat

∑m−1
i=1 xi as per-

fectly cancelled and
∑M

i=m+1 xi as noise. In other words,
later encoded messages can provide intrinsic secrecy for ear-
lier encoded users.

In this paper, we assume the CSI concerning the legit-
imate parties ({hm}) is publicly known, while the CSI of
Eve (hE) is only known by herself. Furthermore, we assume
hE ∼ CN (0,ΓEIN ). Under this assumption, (3) cannot give
an achievable secrecy rate and we choose secrecy outage [9]
as the secrecy metric, which refers to the situation when (3)
is violated and perfect secrecy is compromised. Therefore the
secrecy outage probability (SOP) of Bob-m is defined by

pso,m , Pr {log (1 + γE,m) > log (1 + γm)−Rs,m} , (6)

where Rs,m denotes the actually used secrecy rate of Bob-m.
In the following, we consider the scenario where one of

the users (the secret Bob) requests secure transmission and the

others (the normal Bobs) request normal transmission. Sup-
posing Alice must support the communication rates required
by the normal Bobs, the information-bearing signals for those
users provide some intrinsic secrecy. We are interested in how
much this intrinsic secrecy can be converted into the achiev-
able secrecy rate of the secret Bob under an SOP constraint.
To enable more intrinsic secrecy, we encode the secret mes-
sage in the first place. Then all the other signals must be re-
garded as noise when Eve tries to decode the secret message,
and we can deliberately design these signals to improve se-
crecy. Based on this point of view, we assume the secret Bob
is Bob-1, and the encoding order is from 1 to M . The secrecy
rate maximization problem is formulated as follows:

max
{Km},Rs,1

Rs,1 (7a)

s.t. pso,1 ≤ ε, (7b)
log (1 + γm) ≥ Rb,m, m = 2, 3, . . . ,M, (7c)

Tr
(∑M

m=1 Km

)
≤ P, (7d)

Km � 0, m = 1, 2, . . . ,M, (7e)

where (7b) is the SOP constraint and ε ∈ (0, 1) is the required
SOP, (7c) represents the constraints on the normal communi-
cation rates and Rb,m is the rate required by Bob-m, (7d) is
the power constraint and P is the power budget of Alice, and
(7e) ensures that Km’s are valid covariance matrices.

3. HYBRID SECURE TRANSMISSION SCHEME

To simplify the optimization problem (7) and maintain per-
formance, we propose a hybrid secure transmission scheme
which combines ZF-DPC [8] and AN. The merit of ZF-DPC
is that it can completely cancel the inter-user interference by
combining DPC and (partial) zero-forcing beamforming, and
its orthogonal structure is also compatible with AN.

To enable the proposed scheme, we assume M ≤ N , and
the channel matrix H = [h1,h2, . . . ,hM ]H admits the QR
decomposition H = GUH

s where G is an M × M lower
triangular matrix with diagonal entries [G]m,m =

√
gm ≥ 0

and Us = [u1,u2, . . . ,uM ] is an N ×M sub-unitary matrix.
The hybrid transmit signal contains M information-bearing
signals and (N −M) additional AN signals:

x = Ws (8)

where s = [s1, s2, . . . , sM , vM+1, vM+2, . . . , vN ]
T with

sm ∼ CN (0, 1) being the information-bearing signal for
Bob-m and vn ∼ CN (0, 1) the AN signal in the n-th direc-
tion. The beamforming matrix W takes the form of

W = Udiag (
√
p1,
√
p2, . . . ,

√
pN ) , (9)

where diag(·) denotes a diagonal matrix with the correspond-
ing diagonal elements, pn denotes the power allocated to
the n-th direction and U = [Us,uM+1,uM+2, . . . ,uN ] is
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an N × N unitary matrix. In other words, the information-
bearing signals and AN signals are transmitted in N orthogo-
nal directions, and the covariance matrix for each signal takes
the unified expression

Kn = pnunu
H
n , n = 1, 2, . . . , N. (10)

Substituting (10) and H = GUH
s into (4) and (5), we find that

the equivalent SNR of Bob-m is simplified as γm = gmpm
(the AN signals do not affect Bobs since they are distributed
in the null space of H), and that of Eve becomes

γE,1 =

∣∣hH
Eu1

∣∣2 p1∑N
n=2

∣∣hH
Eui

∣∣2 pn + 1
. (11)

Based on the above results, the secrecy rate maximization
problem (7) can be simplified as the following power allo-
cation problem:

max
{pn},z≥0

Rs,1 = log (1 + g1p1)− log(1 + z) (12a)

s.t. Pr

{ ∣∣hH
Eu1

∣∣2 p1∑N
n=2

∣∣hH
Eun

∣∣2 pn + 1
> z

}
≤ ε, (12b)

pm ≥ qm, m = 2, 3, . . . ,M, (12c)∑N
n=1 pn ≤ P, (12d)

pn ≥ 0, n = 1, 2, . . . , N, (12e)

where log(1+z) denotes the rate redundancy used to confuse
Eve, and qm = (2Rb,m − 1)/gm corresponds to the required
communication rate of Bob-m.

Remark 1. We note that (12) is similar to the optimization of
AN-based beamforming. Here the information-bearing sig-
nals together with AN signals act as interference and pro-
vided secrecy. However, (12c) indicates that the information-
bearing signals should also support the normal transmission.

4. EFFICIENT ALGORITHM

The biggest challenge in solving (12) lies in the SOP con-
straint (12b). Nevertheless, thanks to the orthogonal struc-
ture (9), the constraint (12b) can be rewritten as [10]:

(12b)⇔ exp

(
− z

ΓEp1

) N∏
n=2

(
1 +

zpn
p1

)−1
≤ ε. (13)

Introducing w = z/p1, now we can reformulate (12) as:

max
{pn},w

Rs,1 = log (1 + g1p1)− log(1 + wp1) (14a)

s.t. w/ΓE +
∑N

n=2 ln (1 + wpn) ≥ ln(ε−1), (14b)
(12c), (12d), (12e), (14c)

where (14b) is transformed from (12b) using (13).

As stated before, if we ignore (12c), then (14) becomes
the AN-based secrecy rate maximization problem which has
been well studied in existing works [11, 12]. It is known that
allocating the power uniformly among p2, p3, . . . , pN is opti-
mal in terms of secrecy [11]. In the following, we will show
that the power allocation among p2, p3, . . . , pN is still clear
when both secure and normal transmission are taken into con-
sideration. To this end, we decompose (14) as

max
p1≥0

R (p1) = log (1 + g1p1)− log(1 + w (p1) p1), (15)

wherew(p1) is the optimal objective value of the optimization
problem with a fixed p1:

w (p1) = min
p,w

w (16a)

s.t. (14b), (12d), (16b)
pn ≥ qn, n = 2, 3, . . . , N, (16c)

where p denotes [p2, p3, . . . , pN ] and

qn =

{
(2Rb,n − 1)/gn, n = 2, 3, . . . ,M,

0, n = M + 1,M + 2, . . . , N.
(17)

To present the solution to the inner optimization prob-
lem (16) concisely, we need to rearrange qn’s such that
these thresholds are in ascending order. Without loss of
generality, we assume the rearranged qn’s are still denoted
by [q2, q3, . . . , qN ] and pn now corresponds to the rear-
ranged qn. The following proposition characterizes the
global optimal solution to (16), which is denoted by w∗

and p∗ = [p∗2, p
∗
3, . . . , p

∗
N ].

Proposition 1. Define

∆p , P − p1 −
∑N

n=2 qn, (18)

qs (n) , (n− 1) qn −
∑n

i=2 qi, n = 2, 3, . . . , N, (19)

F (p, w) , w/ΓE +
∑N

n=2 ln (1 + wpn)− ln(ε−1). (20)

The problem (16) is feasible iff ∆p ≥ 0. When (16) is feasible,
p∗ is given by

p∗n =


∆p− qs(n∗)
n∗ − 1

+ qn∗ , n = 2, 3, . . . , n∗,

qn, n = n∗ + 1, n∗ + 2, . . . , N,

(21)

where n∗ ∈ {2, 3, . . . , N} is the maximum integer that satis-
fies ∆p ≥ qs(n∗), and w∗ is the root of F (p∗, w) = 0.

Sketch of the proof. Constraints (12d) and (16c) indicate that
(16) is feasible iff ∆p ≥ 0. Since F (p, w) is increasing in w,
(14b) indicates that w∗ should satisfy F (p, w∗) = 0. Then
we note that F (p, w) is a Schur-concave function of p [13],
and p∗ given by (21) is majorized by any other feasible p 6=
p∗ (cf. Fig. 1). Therefore F (p, w) ≤ F (p∗, w) and the root
of F (p∗, w) = 0 gives the minimum w.
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Fig. 1. The optimal power allocation among p2, p3, . . . , pN .

Remark 2. The optimal power allocation (21) is illustrated in
Fig. 1 and it can be interpreted as follows. Allocating at least
qn to the n-th direction is necessary to support the required
communication rate. Then ∆p, the redundant power, is al-
located to make the whole allocation as uniform as possible,
which is consistent with the design of AN.

For the outer one-variable optimization problem (15), it
is clear from Proposition 1 that the feasible range of p1 is
[0, pmax] with pmax , P −

∑N
n=2 qn. We have the following

conclusion regarding the objective function of (15):

Proposition 2. R(p1) is quasi-concave in p1.

Sketch of the proof. Using the techniques presented in [12]
we can prove the following properties of w(p1) (the detailed
proof is omitted due to space limitation).

Lemma 1. (i) w′(p1) is continuous and w′(p1) > 0. (ii)
w′′(p1) > 0 when w′(p1) is differentiable.

Lemma 1 implies that w(p1) is convex in p1. Then R(p1) =
log(1 + g1p1) − log(1 + w(p1)p1) can be viewed as a com-
position of a monotonic function log(·) and a concave-over-
convex function 1+g1p1

1+w(p1)p1
, and its quasi-concavity can be es-

tablished according to [14, Example 3.38].

According to Proposition 2, the objective function R(p1) is
either monotonic or has a unique maximum on (0, pmax),
which can be distinguished by checking R′(0) and R′(pmax).
For the latter case, the maximum is achieved at the root of
R′(p1) = 0 which can be located using the bisection search.
Note that R′(p1) is given by

R′ (p1) =
1

ln 2

[
g1

1 + g1p1
− w′ (p1) p1 + w (p1)

1 + w (p1) p1

]
, (22)

and w′(p1) is given by

w′ =
w

1 + wpn∗

/(
1

ΓE
+

N∑
n=2

p∗n
1 + wp∗n

)
. (23)

With the help of Proposition 1 and Proposition 2, we con-
clude that (14) can be efficiently solved to global optimality
via (15) and (16).
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Fig. 2. Secrecy rate versus available power.

5. SIMULATION RESULTS AND CONCLUSIONS

Fig. 2 illustrates the average achievable secrecy rate of the
proposed scheme in comparison with that of the traditional
AN-based beamforming. The parameters are set as N = 4,
M = 3, ΓE = 1, ε = 0.1, and Rb,2 = Rb,3 , Rb ∈
{1, 2, 3, 4 (bit/s/Hz)}. The results are averaged over 100 real-
izations of the legitimate channel matrix H, whose elements
are independently generated CN (0, 1) variables. As shown
in the figure, the secrecy rate of the proposed scheme is upper
bounded by that of the AN scheme, and the performance gap
enlarges when P decreases or Rb increases. This is because
our scheme supports normal transmission in addition to se-
cure transmission. When P is small or Rb is great, most of
the power will be allocated in favor of normal transmission,
which makes the power allocated to Bob-1 limited and that
to the other users and AN non-uniform. Nevertheless, the se-
crecy performance of the proposed schemes converges to that
of the AN scheme when P is great enough, which indicates
that the required normal communication rates are satisfied by
the optimal power allocation of the AN scheme.

In this paper we have studied the DPC-based secure trans-
mission in a multiuser BC. With DPC, we can accurately char-
acterize the intrinsic secrecy as well as secrecy outage of mul-
tiuser broadcasting, and use the information-bearing signals
as interference to provide secrecy. To further show the perfor-
mance of the DPC-based scheme, we consider the scenario
where one user requests secure transmission and the other
users request normal transmission, and propose a hybrid se-
cure transmission scheme which combines ZF-DPC and AN.
Simulation results confirm that, in addition to supporting the
normal transmission, the secrecy rate achieved by the pro-
posed scheme can be close to that of the traditional AN-based
beamforming where only the secure transmission of one user
is supported.
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