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ABSTRACT

The three color components specifying a color can be defined
in various ways leading to significantly different classification
abilities. Several effective color spaces including RQCr, DCS
and ZRG have been proposed to achieve better face recogni-
tion performance. However, their performance is not consis-
tent on different databases. What’s more, the framework of
effective color spaces has not been thoroughly studied yet. In
this paper, we propose an effective color space LC1C2 based
on a framework of effective color spaces. LC1C2 consists of
one discriminant luminance component L and two discrim-
inant chrominance components C1C2. To find the discrim-
inant luminance component, 4 luminance components from
existing effective color models are compared. After that, the
weighted color space normalization technique (WCSN) is ap-
plied on the DCS color space to generate two complementary
and discriminative chrominance components. Experiments
conducted on three databases (FRGC, AR and CMU Multi-
PIE) show that the proposed color space LC1C2 achieves the
best face recognition performance consistently.

Index Terms— Color space, face recognition

1. INTRODUCTION

Color information plays a discriminative and complementary
role in face recognition process. Torres et al. [1] applied a
modified PCA scheme to face recognition and their results
show that the use of color information improves the recogni-
tion rate compared to the same scheme using the luminance
information only. The improvement can be significant when
large facial expression and illumination variations are present
or the resolution of face images is low [2, 3]. Since then, con-
siderable research efforts have been devoted to the efficient
utilization of facial color information to improve the recogni-
tion performance [4].

The color space uniquely specifying a color is defined by
a combination of 3 color components. Different color spaces
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possess significantly different characteristics and effective-
ness in terms of discriminating power for visual classification
tasks [5]. Various color spaces have been proposed to find
the optimal way of representing color images for face recog-
nition. In the early studies, color configurations were made
through a combination of intuition and empirical compar-
isons without any systematic selection strategy, such as YUV
[1], YCbCr, YIQ [6] and the hybrid color space YQCr in
[7]. Among all possible color-component configurations
discussed in [3], RQCr was proven to show the best face
recognition performance. In order to derive an effective color
image representation based on theoretical and experimental
justifications, authors in [8] sought 3 sets of optimal coef-
ficients to combine the R, G and B components based on a
discriminant criterion and proposed the Discriminant Color
Space (DCS). In addition, they also proposed two CSN (color
space normalization) techniques and the ZRG color space
which achieves the best FR (face recognition) performance of
all normalized color spaces evaluated in [9]. RQCr and ZRG
are also considered to be two most effective color representa-
tions devised for the purpose of FR in [10].

Above mentioned color spaces do achieve better face
recognition performance on some databases than the oth-
ers. However, the performance is not consistent on different
databases. Besides, RQCr was proposed without any se-
lection strategy or learning process, while learning-based
methods ZRG and DCS follow totally different criterias. Can
we find a framework to produce an effective color space
which outperforms the others consistently on some popular
databases? By analysing effective color spaces, we notice that
they are all composed of one discriminative luminance com-
ponent and two complementary chrominance components.
This configuration reduces the correlation of the three color
components and thus enhances the discriminating power of
color spaces [9]. Based on this framework, an effective color
space LC1C2 is proposed in this paper. Four luminance com-
ponents are firstly compared to choose the most discriminant
one as L. Then, our proposed weighted CSN (WCSN) tech-
nique is applied to the DCS [8] color space to derive two
discriminative and complementary chrominance components
C1C2.

2019978-1-4799-9988-0/16/$31.00 ©2016 IEEE ICASSP 2016



2. THE PROPOSED COLOR SPACE LC1C2

In this section, a framework of effective color spaces for face
recognition tasks is discussed first and then an effective color
space LC1C2 is proposed.

2.1. A framework of effective Color Spaces for Face
Recognition Tasks

Rather than merely searching for a more effective color space
as the previous research [1, 3, 7, 8, 9], we try to explore
the framework of effective color spaces for face recognition
tasks. According to previous studies, I1I2I3 [11], YUV, YIQ,
YCbCr, [1, 12], LSLM [13], RQCr [3], YQCr [7] and ZRG
[9] are relatively effective color spaces. By analysing the 3
components of them, we find that they are all composed of
one luminance component (I1, Y, L, R) and two chrominance
components (I2I3, UV, IQ, CbCr, SLM, QCr, ZG). It is ex-
plained in [14] that the luminance structure of face images is
of great significance, color cues play a complementary role in
face recognition and their contribution becomes evident when
shape cues are degraded. Thus when we combine luminance
and chrominance components, the recognition performance
is significantly better than that with grayscale images only.
Further validations of this configuration could be found in
[9] that the separation of luminance and chrominance infor-
mation reduces the correlation between the three color com-
ponents and makes the discriminative information contained
in the three color components as mutually complementary as
possible. Thus, the concatenation of three components effec-
tively makes use of the discriminative information from three
color channels.

Let L,C1, C2 be the three color components derived by
the linear transformation of the RGB color space, the frame-
work of constructing a effective color space for face recog-
nition is to select a discriminative luminance component L,
and two discriminative chrominance components C1, C2 to
reduce the correlation between L and C1, C2. L(luminance)

C1(chrominance)
C2(chrominance)


2.2. A Discriminative Luminance Component L

In many face recognition algorithms, a color image in the
RGB color space is converted into a monochrome image by
linearly combining its three color components [15]. How-
ever, theoretical and experimental justifications are lacking
for investigating which monochrome image is the best repre-
sentation of the color image for the recognition purpose. In
this section, we compare 4 effective and commonly used lu-
minance components including I1 from I1I2I3 [16], R from
RGB, Y from YUV [12] and L from LSLM [13]. They are
calculated from the RGB color space in (1)-(4).

The I1I2I3 color space proposed by Ohta et al. applies a
K-L transformation to decorrelate the RGB components. The
effectiveness of the luminance component I1 for face verifi-
cation is also shown in [11]. But I1 implicitly assumes a uni-
form distribution of color values over the entire color space.
For a task such as face recognition, color values tend to be
more tightly confined to a small portion of the color space
[17].

I1 = [1/3, 1/3, 1/3][R,G,B]t (1)

The component R in the RGB color space has been shown
to be more effective than other color components such as I1
and Gray for face recognition [6]. In addition, the R chan-
nel of skin-tone color is known to be the best monochrome
channel for face recognition [18]. As R discards useful infor-
mation by ignoring G and B components, the superiority of
R component over the others is only reflected on the FRGC
database [19].

R = [1, 0, 0][R,G,B]t (2)

YUV, YIQ, YCbCr are three color standards commonly
used for video transmission efficiency. In these 3 color
spaces, the RGB components are separated into luminance
component Y and remaining chrominance components. Y
performs the best for use to display pictures on monochrome
(black and white) televisions [20]. However, it may not be
optimal to be utilized in face recognition. The LSLM color
space is a linear transformation of the RGB color space based
on the opponent signals of the cones: blackwhite, redgreen,
and yellowblue . L describes the luminance information.

Y = [0.299, 0.587, 0.114][R,G,B]t (3)

L = [0.209, 0.715, 0.076][R,G,B]t (4)

According to the normalized response spectra of human
cone cells in [21], the eye is most sensitive to green light than
other colors because this stimulates the two most common (M
and L) of the three kinds of cones at all light levels. That’s
also the reason why most of the sensors in cameras are green
sensors. Therefore when we linearly combine R, G, B compo-
nents, assigning more weight to the G component is expected
to produce a more discriminative luminance component. This
provides a justification that L should be adopted as the lumi-
nance component rather than Y.

In order to further validate the effectiveness of the L com-
ponent experimentally, we conduct the discriminating power
analysis on I1, R, Y and L components. Similar to [9], the dis-
criminating power of color images corresponding to a given
color component is characterized by the discriminant crite-
rion value J defined in (5), (6) and (7). Suppose a face image
is rearranged into a row vector I , then Iij is the jth image
vector in class i, where i = 1, 2, ..., p and j = 1, 2, ..., q. Ii
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Table 1. Discriminant value of I1, R, Y and L evaluated on
13990 face images.

Component I1 R Y L
J 0.2943 0.2039 0.2928 0.3043

is the mean vector in class i and I is the mean vector of all
training samples.

Vb =
1

p

p∑
i=1

(Ii − I)(Ii − I)t. (5)

Vw =
1

pq

p∑
i=1

q∑
j=1

(Iij − Ii)(Iij − Ii)
t. (6)

J =
Vb
Vw

. (7)

Using (5), (6) and (7), the discriminant criterion value J of
I1, R, Y and L components shown on Table. 1 are derived.
We collect 13990 training images from the training part of
FRGC, AR [22] and CMU Multi-PIE [23] databases. Table.
1 verifies that the discriminating power of the L component is
greater than that of I1, R or Y component.

2.3. Two Discriminative Chrominance ComponentsC1C2

Suppose M1,M2,M3 are three color components derived by
the following linear transformation of the RGB color space in
(8): M1

M2

M3

 =

a11 a12 a13
a21 a22 a23
a31 a32 a33

RG
B

 =

A1

A2

A3

RG
B

 (8)

Chrominance is the signal used in video systems to con-
vey the color information of the picture, separately from
the accompanying luminance signal [24]. It is usually
represented as two color-difference components such as
U = B − Y (blue - luma) and V = R − Y (red - luma)
from the YUV color space. In other words, color components
such as B or R contains the same luminance information Y.
Thus when si =

∑3
j=1 aij = 0, (i = 1, 2, 3), the lumi-

nance information Y would get cancelled and the remaining
information forms the chrominance components U and V.

In order to generate such two components C1C2, the
across-color-component normalization technique (CSN-II)
[9] shown in algorithm 1 is adopted. The CSN-II tech-
nique normalizes any color space transformation matrix
[A1, A2, A3]

t, so that for the two normalized color space
transformation vectors Bi, sbi =

∑3
j=1 bij = 0, (i = 1, 2).

However, there exist two problems of this technique. The
first problem is how to choose the initial color components
or how to choose Ai or aij . In [9], initial color components
that determine Ai or aij are sought from RGB and XYZ to

find the best normalized color space ZRG. Is RGB or XYZ
the only choice for the initial color space? Secondly, in the
3rd and 4th steps of algorithm 1, since different initial color
components Mi possess different discriminating power, Ai

should be weighted accordingly.

Algorithm 1 CSN-II

1: si =
∑3

j=1 aij , i = 1, 2, 3

2: [s1, s2, s3][k1, k2, k3]
t = 0, the solution has two basis

vectors K1 = [k11, k12, k13],K2 = [k21, k22, k23]

3: B1 = [b11, b12, b13] =
∑3

i=1 k1iAi

4: B2 = [b21, b22, b23] =
∑3

i=1 k2iAi

The first problem of the CSN-II technique comes before
the color space normalization, different color components
from RGB and XYZ color spaces were combined to find the
color configuration which generates the best normalized color
space, ZRG, in [9]. However, there is no reason why RGB
and XYZ color spaces should be selected. Since the purpose
of this section is to derive two discriminative chrominance
components, the discriminative information in the initial
color components should be effectively fused. To maximize
the difference of discriminating power possessed by 3 initial
color components, the DCS color space [8] is employed in
our framework to determine Ai or aij in algorithm 1. As for
the other problem, when Ai are linearly combined in the 3rd
and 4th steps of algorithm 1, weights should be assigned to
Ai according to their discrimination power. That is exactly
what the eigenvalue indicates in the eigen-decomposition step
of LDA in the DCS color space [8]. So we multiply Ai with
their corresponding eigenvalue λi to effectively utilize the
discriminative information. Therefore, the 3rd and 4th steps
of algorithm 1 become (9) and (10):

B1 = [b11, b12, b13] =

3∑
i=1

k1iλiAi (9)

B2 = [b21, b22, b23] =

3∑
i=1

k2iλiAi (10)

3. EXPERIMENTS

The effectiveness of our proposed color space LC1C2 is as-
sessed on three databases, FRGC, CMU Multi-PIE and AR.
It is compared with other 3 state-of-art color spaces including
DCS, RQCr and ZRG. Three color components are concate-
nated into one pattern vector to combine the information in
them. A basic image normalization method by removing the
mean and normalizing the standard deviation of each com-
ponent is used before the concatenation to avoid the negative
effect of magnitude dominance of one component over the
others. Both EFM [25] and ERE [26] are adopted as the di-
mension reduction methods on FRGC because all other color
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Fig. 1. Face verification rates against (a) EFM dimension and
(b) ERE dimension on FRGC 2.0 database.
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Fig. 2. Face recognition rates against (a) PCA dimension and
(b) ERE dimension on pose variation subset of CMU Multi-
PIE database.

FR methods make use of the EFM method for extracting low-
dimensional features on FRGC[3, 8, 9] and ERE outperforms
all other FR methods discussed in [10, 26]. On CMU Multi-
PIE and AR databases, PCA and ERE are used for dimension
reduction and the minimum-Mahalanobis-distance classifier
is used for classifying all query images. It is shown in [27, 28]
that PCA may significantly enhance the recognition accuracy.

There are 12,776 training images, 16,028 controlled tar-
get images, and 8,014 uncontrolled query images in FRGC
Experiment 4. The controlled images have good image qual-
ity, while the uncontrolled images display poor image quality,
such as large illumination variations, low resolution, and blur-
ring. The face recognition performance is reported by the face
verification rates at FAR=0.1% according to recent published
studies. In addition, face images are first cropped from the
original images and resized to a spatial resolution of 32× 32
to be consistent with [9]. Experimental results shown on Fig.
1(a) and Fig. 1(b) indicate that our proposed LC1C2 color
space outperforms DCS, RQCr and ZRG color spaces consis-
tently over all EFM and ERE feature dimensions.

For the pose variation subset of CMU Multi-PIE, face im-
ages are captured across 4 sessions. The first 105 subjects
which appear in all 4 sessions are used in the experiments. For
each subject, 20 images of neutral expression are captured by
5 cameras (from -30% to +30%). Images are cropped based
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Fig. 3. Face recognition rates against (a) PCA dimension and
(b) ERE dimension on AR database.

on the eye locations and resized to 50 × 40 similar to [29].
All images in session 1 are used to do training and images
in the remaining 3 sessions are used for testing. Experimen-
tal results are shown in Fig. 2(a) and Fig. 2(b). Similarly, the
proposed LC1C2 color space surpasses DCS, RQCr and ZRG
color spaces consistently against all PCA and ERE feature di-
mensions.

The AR database contains 2600 frontal-face images cap-
tured across 2 sessions from 100 subjects (50 males and 50
females). For the 13 images per subject in each session, 7
undisguised images with mixed variations(expression varia-
tion and illumination variation) are used in our experiments,
so there are in total 1400 undisguised images from the AR
database. The face region is cropped manually from origi-
nal images and resized to 55 × 40 [29]. Also, 4 different
variations are randomly selected from 7 mixed variations per
subject in session 1 for training. Images in session 2 are used
for testing. From the experimental results shown in Fig. 3(a)
and Fig. 3(b), we can see that the proposed LC1C2 color
space once again performs better than other color spaces con-
sistently against the PCA and ERE dimension.

4. CONCLUSION

In this paper, we first propose a framework of effective color
spaces for face recognition, which consists of one luminance
component and two chrominance components. Based on the
framework, we propose an effective color space LC1C2. Ac-
cording to the experimental results on FRGC, CMU Multi-
PIE and AR databases, the proposed color space LC1C2 out-
performs DCS, RQCr and ZRG color spaces consistently us-
ing different dimension reduction methods on 3 databases.
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