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ABSTRACT

The detection and localization of abnormal activities are con-
sidered in this work. An efficient approach called oriented G-
MM(OGMM) is proposed. The approach uses optical flow as
low-level feature and quantizes the orientation of optical flow
into 8 sections. In training stage, the approach will learn a
GMM model at each orientation section and each position. In
testing stage, the proposed approach estimates the probability
of whether a position is abnormal using likelihood method.
The proposed approach is a local method and can detect and
locate anomaly. What’s more, in the proposed approach, the
same process is done to each position with little interaction
between different positions. This makes the approach suit
for parallel computing and can deal with large-scale tasks in
Big Data times. The experiments verify that the proposed ap-
proach is efficient and effective.

Index Terms— optical flow, anomaly detection, orient-
ed GMM, Big Data

1. INTRODUCTION

Video surveillance has been widely used in recent years.
In future, when the Big Data times comes, the video surveil-
lance may be in everywhere around us. However, so far,
the videos are only surveyed after some accidents having
happened. A lot of loss may have appeared already when
surveillance videos contribute. Or in other case, it needs
human to stare at the screens all the time, which may lead to
tiredness and inattention. It’s obvious that this way is ineffi-
cient and will even hard to work in Big Data times. Under this
circumstance, there is a great need for an effective abnormal
behaviour detection approach.

As a result, in recent years, many researchers have paid
their attention to this area. Many strategies are proposed,
which contain both tracking-based approaches and non-
tracking approaches. The tracking-based approaches [1–4]
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are based on moving objects detection and tracking algo-
rithms, and may have good effects in scenes with few people.
But in scenes with a lot of moving objects, they will fail to
track and suffer heavily decrease of performance.

The non-tracking approaches mainly use technolo-
gies in statistics [5–14], and will have better performance
in scenes with crowded people. Among these research-
es, [6, 7, 9–16] use optical flow as the feature, among which
some of them [9, 10, 12] use the histogram of optical flow
as the feature descriptor. Some of works use methods in
statistics learning. For example, [6, 11] use the mixtures
of dynamic textures method, and [7] uses the space-time
Markov Random Field(MRF) model to detect temporal and
spatial anomalies. But their methods are time-consuming and
have not satisfying performance. Some other works use the s-
parse reconstruction method [5,15,16],or the low-rank matrix
approximation [17] and so on. They use the representation
error to detect abnormal activities. These methods are also
very time-consuming, because they need to represent every
pixel or every patch of every frame. In terms of speed of
processing, [18] introduced a very fast method to detect ab-
normality in Compressed Domain. But the method depends
on video compression algorithm and can’t design anomaly
detection algorithm freely. So its performance is limited.

The proposed approach is non-tracking based. In our
approach, the optical flow feature is used. The optical flow
will be quantized into 8 sections based on its orientation. The
approach will train a GMM model at each orientation section
and each position. In testing stage, the likelihood strategy is
used to produce an anomaly likelihood map for each frame.
The map will be used to determine whether an anomaly is
happened. In order to reduce false alarms, a local mean blur
operation in spatial domain is utilized, coming together with
a minimum filter operation in temporal domain. The two op-
erations are all implemented on the likelihood map sequence.
They can suppress small and short clutter spots.

Our proposed approach is an efficient statistics learning
methods. It can detect anomaly in velocity, orientation and
position. The proposed approach has several advantages.
First, it is very fast and efficient, because the dense grids
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method is used to improve the speed of processing, without
decrease in performance. And it suits for parallel computing
and stream processing. Second, it needs only a little initial
data for it can incrementally update parameters online.

2. THE PROPOSED APPROACH

Our proposed approach is inspired by the widely-used
GMM method. It can be called oriented GMM method. The
overview of our approach is illustrated in Fig.1(a). In the
training stage, we first compute optical flow field of every
frame. Considering of speed of processing, we use dense
grids to represent the whole frame. Each grid node stand for a
position in the scene. The positions(grid nodes) whose mag-
nitude of optical flow are under certain threshold are consid-
ered as background, and will not be considered as abnormal.
Then the optical flow of the foreground will be quantized in-
to 8 sections, according to the orientation. The magnitude of
optical flow of same position and same orientation section is
considered to follow the mixture of Gaussian distributions.

2.1. Preprocess

Given continuous video frame sequence, after comput-
ing optical flow field of every frame, we will produce a dense
grid. Optical flow of each grid node is computed from its sur-
rounding patch, using the same method as [13]. All the pixels
in a patch are assigned into 8 categories according to the ori-
entation of optical flow as shown in Fig.1(b). The orientation
of corresponding grid node is determined to be the most fre-
quent orientation of pixels in the patch. And the magnitude of
the grid node is determined to be the average of pixels in the
patch. But the pixels in the background will be ignored. Ob-
viously, optical flow of grid node is more robust than pixels.

2.2. Oriented GMM

It’s reasonable to assume that the velocity of normal
walk of humans at given position and orientation in a 3-D
scene follows the mixture of Gaussian distributions. When
the 3-D scene is projected into the 2-D image plane, the
velocity of humans is also projected as optical flow. The
relationship between the magnitude of the velocity and the
magnitude of optical flow can be expressed as follows:

VOF =
V

d
sin θ (1)

Where V and VOF denote the magnitude of the velocity and
optical flow respectively. d denotes the distance between the
position and the camera. θ denotes the angle between the real
velocity and the optical axis of the camera.

For fixed surveillance cameras, the d of certain position
is constant. The θ is also constant for given orientation of
optical flow. This can be explained as follows: For surveil-
lance video, human can only walk on ground. And usually,

the optical axis of the surveillance cameras do not parallel
the ground, because most of the cameras are installed at high
places in order to reduce occlusion. So the orientation of the
real velocity and optical flow are one-to-one correspondence.

According to our analysis above, at given position and
orientation, the magnitude of optical flow VOF is similar to
V and also follows the mixture of Gaussian distributions. So
we propose the oriented GMM approach. After the quantiza-
tion of the orientation of optical flow in preprocess section,
we will train a GMM model at each orientation section and
each position.

2.3. Training stage

According to the analysis above, a mixture of Gaussian
distributions is needed at each position(each grid node) and
each orientation. Assume the number of Gaussian compo-
nents is K. For each grid node that is not background, it is
first mapped to corresponding mixture of Gaussian distribu-
tions depending on its position and optical flow orientation.
It is then assigned to corresponding Gaussian component de-
pending on its probabilities belonging to each component Pk.
For grid node that is background, the corresponding GMM
will be freezed.

Pk = e
− ||VOF −Mk||2

2V ark (2)

Where Mk and V ark are the mean and variance of kth Gaus-
sian component respectively. The VOF is the the magnitude
of optical flow. The node will be assigned to the Gaussian
component with maximum probability. Then the parameter-
s of the Gaussian component will be updated using equation
(3).

MN+1
k = N

N+1M
N
k + 1

N+1VOF

V arN+1
k = N

N+1V arNk + 1
N+1 (VOF −MN+1

k )2

N = N + 1

(3)

Where N denotes the total number of nodes belonging to the
Gaussian component until current time.

In this way, we can update the parameters of all mixtures
of Gaussian distributions incrementally, only with some rea-
sonable initial values. This feature is important, because we
don’t need store large volume of video data in advance.

2.4. Testing stage

In testing stage, a similar process with the training stage
is implemented. Firstly, the grid nodes whose magnitude of
optical flow under certain threshold are considered as back-
ground. These nodes are impossible to be abnormal. Then,
for each node in foreground, it is mapped to corresponding
mixture of Gaussian distributions depending on its position
and optical flow orientation. After that, it is assigned to corre-
sponding Gaussian component depending on its probabilities
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Fig. 1. (a). The overview of our approach. (b) Quantization of the orientation of optical flow

belonging to each component.

km = argmax
k

Pk (4)

Where Pk is calculated using equation (2). Then the likeli-
hood Lp will become the indicator of whether a position is
abnormal or not.

p = − logPkm (5)

In order to suppress small and short clutter spots, a local mean
blur operation in spatial domain is utilized, coming together
with a minimum filter operation in temporal domain. The
operation is described in equal (6).

Lpt,j =
1
Nj

∑
i∈N(j)

Lpt,i

Lp∗t,j = min(Lpt,j , Lpt−1,j)
(6)

Where Lpt,i denotes the likelihood of position i at time t.
It’s alternative whether the parameters of Gaussian dis-

tributions to be updated or not in the testing stage. If we
choose to update the parameters, the equation (3) is used. It
need to be note that we can update parameters both in train-
ing stage and testing stage. But they are different. In training
stage, there are only normal data, so we can use all of them.
But in testing stage, we can only use the normal data we have
detected.

From the preceding statement about the proposed ap-
proach, we can find that the approach can detect anomaly in
velocity. As about anomaly in orientation and position, we
need only initialize the parameters of all mixture of Gaus-
sian distributions with a very small value. The parameters of
mixture of Gaussian distributions corresponding to abnormal
orientation and position will not be updated in training stage
and will keep small. So activities in orientation and position
will have very big likelihood of being abnormal according to
equation (2),(4) and (5). This makes the anomaly distinguish-
able.

And from the description of Section 2, it can be found
that the proposed approach is a local method. In the ap-
proach, same process is done to each position. And there
are only neighbouring operations between different position-
s. This makes the approach fit to parallel computing and can
deal with large-scale tasks. For examples, with parallel com-
puting, we can deal with lots of channels of video with only
one machine. And meanwhile, the proposed method is an on-
line method. There are only neighbouring operations between
different frames. So that, our approach need not store many
historical frames and suits for stream processing. This can
save the cost of big volume memory and storage.

3. EXPERIMENT

The experiments are implemented on a widely used
dataset, the UCSD anomaly detection dataset [6]. It contains
two subsets, ped1 and ped2 dataset. The ped1 subset con-
tains 34 training sequences and 36 testing sequences. Each
sequence consists of 200 frames. The ped2 subset contains
16 training sequences and 12 testing sequences. There are
120,150 or 180 frames in each sequence.

The recognition rate (RD) of several comparison ap-
proaches and our approach on ped1 subset with pixel-level
ground-truth are listed in Table 1. Among these approaches,
the SF represents the Social Force approach proposed in [8].
The Mixture of Probabilistic Principal Component Analyzers
approach proposed in [7] is written as MPPCA. SF+MPPCA
is the short name of the Social Force with MPPCA approach
used as comparison in [6]. The approach proposed in [19] has
not appropriate abbreviation. It is written as its first author’s
name, Adam et al. MDT stand for the Mixture of Dynamic
Texture approach proposed in [6]. The newly proposed ap-
proach in [5], which uses the sparse coding method, is also
written as its first author’s name, Li et al. The experiments on
ped2 subset are also done. But the results are not listed out,
because there are no comparing results of recognition rate
(RD)in other literatures. [11] has a superior results, mainly

1983



Fig. 2. Some results of the proposed approach in locating anomaly.

Table 1. RD(%) pixel-level recognition rate on ped1
Algorithem SF MPPCA SF+MPPCA Adem et al MDT Li et al Ours

RD 21 18 28 24 45 63 57

because it uses a CRF filter after the detection of anomaly. Its
main detecting method is still MDT, as same as [6].

Some of the results of detecting and localizing the ab-
normal activities are shown in Fig.2. And the ROC curves
of the recognition rate of our approach and comparison ap-
proaches are shown in Fig.3. In the experiments, the number
of Gaussian components K is set to 1. Actually, the recogni-
tion rate changes tiny when the value of K changes from 1 to
6. And with different computing method of optical flow, the
K need to be different value to get the best performance.

From Fig.3, it can be found that the RD of approach
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Fig. 3. ROC curves of our approach and comparison ap-
proaches on Ped1 Dataset with pixel-level ground truth.

used by Li et al is a little better than us, but its area under
ROC (AUC) is worse. This means the robustness of our ap-
proach is better. And what’s more, the MDT approach and
the approach of Li et al is complex and time-consuming. The
former uses over 25s per frame in testing stage, and the latter
needs 3.4s/frame for ped1 dataset and 4.8s/frame for ped2

Table 2. the time cost of our approach(s/frame)
Stage Training Testing
Ped1 0.03s 0.04s
Ped2 0.06s 0.06s

dataset.
The time our approach used is listed in Table 2. Our ex-

periments are implemented with MATLAB on a similar ma-
chine (2.67GHz CPU and 2GB RAM) with Li et al [5](3GHz
CPU and 2GB RAM) and [6](the MDT approach,3GHz CPU
and 2GB RAM). It can be found that our approach is much
faster.

4. CONCLUSION

In this work, a new abnormal activity detection approach
called oriented GMM(OGMM) is proposed. The approach
uses optical flow as low-level feature and quantizes the orien-
tation of optical flow into 8 sections. And at each orientation
section and each position in the given scene, we train a GM-
M model to learn the normal patterns. Then in testing stage,
we use likelihood method to determine whether a position is
abnormal. The OGMM is a local approach which can easi-
ly localize the position of abnormal with the characteristic of
updating incrementally. The approach suits for parallel com-
puting and stream processing. It is a kind of approach fit to
use in Big Data times.

The proposed approach is tested on a newly published
dataset, the UCSD abnormal detection dataset. The results
have verified that our approach is fast and effective. Its per-
formance exceeds most of the recent approaches.
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