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ABSTRACT

In this paper, we propose a preprocessing strategy for refin-
ing the pedestrian images in person re-identification(re-id).
The accomplishment of the person re-id task depends on the
features extracted from pedestrian appearances. The best
image matches are verified based on these features as iden-
tification results. The saliency information in image scenes
is often exploited for feature selection in high-level vision
tasks. Inspired by the pre-attentive mechanism in human
visual system, we utilize the saliency information in the
re-identification data to refine the person appearance in a pre-
processing step. We first obtain the eye-fixation-predicting
map based on the saliency analysis of image. Then this map
is used to spatially weight the image features for a better
appearance. Finally, we apply these processed images to
the feature extraction in a standard re-identification proce-
dure. Experiments on the widely-used VIPeR dataset show
that the proposed method improves the final performance of
re-identification task.

Index Terms— re-identification, saliency, preprocessing

1. INTRODUCTION

In multi-camera surveillance, it is a fundamental task to find
the same persons appearing at different times and locations
across cameras. But with the rapid development of today’s
surveillance network, it is expensive and inaccurate to identi-
fy persons in large amounts of video sequences with human
efforts. Researches on person re-identification are mainly try-
ing to solve this problem. This task is usually performed by
extracting visual features and matching across candidate per-
son samples.

The study of features and representations is an important
aspect in solving the problem of re-identification, since cur-
rent solutions are based on the assumption that people will
not change their visual appearances rapidly during the period
of surveillance. In retrospect, Gray et al.[1] performed view-
point invariant pedestrian recognition using the ensemble of
localized features(ELF) representation. Farenzena et al.[2]
presented a whole pipeline with symmetry-driven accumula-
tion of local features including the weighted HSV histogram,
MSCR and RHSP descriptors. Oliver et al.[3] introduced
the concept of Bags of Appearances to describe each person,

while Liu et al.[4] used body structure pyramid for codebook
learning and feature pooling, which is also a feature-based
matching method.

On the other hand, based on the studies of visual atten-
tion in human vision system, researchers exploited the visual
saliency to work as a pre-selecting and guiding mechanism
for high-level cognitive tasks. Saliency detection is useful
for guiding to important parts of the scene and gather de-
tailed information in a selective way. This is applied to areas
such as image classification[5] [6], object recognition[7], im-
age segmentation[8] [9], salient object detection[10], content
aware image resizing[9], etc. In the applications to high-level
visual tasks, the saliency information is used as additional at-
tentive guides, method weights and distinct feature selectors
combined with existing approaches.

Recently, researchers utilized the concept of saliency to
make progress in person re-identification field and achieved
state-of-the-art results. This is based on an intuitive princi-
ple that people’s salient appearances often help them to be
more easily identified. For example, in winter, when people
wear similar dark clothes, the objects carried by them or some
rare-style clothing can give additional information for identi-
fying. These usually turns to be the most salient regions in the
scene. Inspired by this, Zhao et al.[11] first proposed a salien-
cy matching method, exploiting the patch-level saliency dis-
tribution to match between alike persons. Further they came
up with an unsupervised learning model[12] to learn and dis-
cover localized saliency to build reliable correspondence be-
tween image pairs. Afterwards, Wang et al.[13] proposed an
unsupervised re-identification modeling approach, exploiting
generative probabilistic topic models to discover salient im-
age patches and remove background clutters. Yang et al.[14]
proposed a color descriptor based on salient color names and
utilized it to solve person re-identification problem, which al-
so achieved a good result.

However, these models are complicated and computation-
ally expensive. Our proposed method is different from these
models in that our method is a separated process from fea-
ture extraction and successive steps. We focus on the image
data themselves. Considering that parts of visual saliency
mechanisms take effects at first sight, we deploy a prepro-
cessing strategy specially for the re-id data. First, we use a
pre-attentive spectral model to describe the global visual at-
tention. Then, the saliency map is further developed to gener-
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alize an eye fixation map for refining the appearance of target
person in the image. Finally, we connect this process to a s-
tandard re-identification pipeline and show the improvement
made by our method to the re-id performance by thorough
experiments on the VIPeR dataset.

2. SALIENCY-BASED PREPROCESSING OF
IMAGES

2.1. Basic Bottom-up Saliency Map

Fast, low-level spectral saliency models are able to quickly
respond to visual stimulation, while they are easy to imple-
ment and combine with later processes. Here we intend to
get a global map based on bottom-up saliency and deploy
Achanta’s frequency-tuned approach[8] to compute the basic
saliency maps as the very first step. A brief formulation of
Achanta’s method is given as follows.

Low-level color and luminance features are exploited
from CIE Lab color space in three sampling channels. The
saliency value S of each pixel is computed as:

S(i, j) = ‖Iu(i, j)− I(i, j)‖ , (1)

where i and j are pixel coordinates and Iu is the mean
of three channels. I denotes the image blurred with a small
Gaussian kernel. Parameters are kept the same with Achanta’s
paper[8].

However, the salient regions in this map is scattered and
not smooth enough for tracking eye moves, as Figure1(b)
shows. This may lose information and limit the feature se-
lection in successive steps.

2.2. Eye Fixation Prediction

For the purpose of predicting the most attention-catching
salient parts, we did further Gaussian filtering with a relative-
ly big standard deviation σ. Keeping in mind that a strong
blurring operation may remove too much details in the map,
a dilation operation is done before that. So we get a smooth
eye fixation map E:

E = DILATE(S, n)⊗K, K ∼ N(µ, σ), (2)

where K is a Gaussian kernel scaled to
∑
i

(Ki), while ⊗ de-

notes convolution operation. The dilation is applied n times
where we set n as 11. Gaussian filtering parameter σ is set to
20 by experience. An example resulting map is in Figure1(c),
which predicts the most possible eye-catching regions in the
scene.

2.3. Pixel-wise Preprocessing of Images

Saliency distribution can not be used directly for re-identification
under viewpoint and pose varying conditions, but it influences

Fig. 1. (a) is the source image.(b) shows the raw saliency map.
(c) is the generalized eye-fixation predicting map. While (d)
is the resulting processed image of (a).

the perception of appearance. Inspired by the weighting oper-
ation on histograms for improving the image representation,
we use the previously acquired eye fixation prediction map to
refine the appearance of people in image samples. As the map
is in full resolution, a pixel-wise operation can be conducted.

First, the original image is converted to HSV color space
to split color and luminance channels. Then, we modify the
value channel by a per-element multiplication with the map
En, which is L2-normalized followed by clipping(limiting
the difference between extreme values and mean value to 0.2)
for better compatibility, similar to the general normalizing op-
eration for feature vectors. The algorithm is described as fol-
lows:

1. chk(I) = {Ih, Is, Iv}, k = 1, 2, 3

2. En(i, j) = α · E(i, j)/‖E‖2
3. if |En(i, j)−mean(En(i, j))| > 0.2 :

set En(i, j) = mean(En(i, j))± 0.2

4. Iv(i, j) = Iv(i, j) ∗ En(i, j)
5. R = MERGE (chk(I)), k = 1, 2, 3

(3)

Where chk(I) are channels of the image I in HSV space,
Iv(i, j) denotes each pixel in the value channel of the image,
En(i, j) is the corresponding pixel in the normalized eye fix-
ation map and R is the processed result. To reduce the bias
of resulting pixel values, when doing normalization, we set
α as a scale factor so that mean(En(i, j)) = 1. And pixels
in the final image R are also re-normalized to 0-255 range.
In this procedure, the hue and saturation channels of the im-
age are kept the same. The source image and corresponding
processing result is shown in Figure 1(a) and 1(d).

3. PERSON RE-IDENTIFICATION PIPELINE

This section briefly describes the basic re-identification pro-
cedure we adopted to evaluate the effect of the process. Since
our image preprocessing mainly affects the visual appearance
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of the person in image, we extract features on the modified
image samples, then apply them to match persons across im-
age sets by comparing the distances between image represen-
tations and finding the similar. The whole process can be seen
as a ranking problem[15].

3.1. Feature Extraction

In the area of person re-identification, under low-resolution,
small-size and view-changing circumstances, the color cue
is the most widely used information, which is simple but
efficient[16]. A basic color descriptor is the weighted color
histogram. We implemented a 32-bin RGB histogram and a
30-32-bin Hue-Saturation histogram for testing in following
identification steps. Each descriptor is weighted upon a 4× 4
simple division of the image using weighting coefficients
under a Gaussian distribution.

Moreover, we adopt a group of complicated features con-
sisting of dense color histograms and dense SIFT sampled
from overlapped patches according to [12]. Each image is
segmented into a dense grid of uniform-sized local patches.
From each patch, a 32-bin histogram is computed in the CIE
Lab colorspace with 3 levels down-sampled. SIFT features
are also extracted with each patch divided into 44 cells and 8-
bin quantized orientations of local gradients. All the feature
vectors are L2-normed and then concatenated to form a 672
dimension vector(32×3×3+4×4×8×3 = 672). These local
features are adopted by several state-of-the-art works[12] [13]
[17] and the implementation is available for public. Through
the experimental evaluations in the papers mentioned above,
these features are shown to be more effective than many other
features for person re-identification.

3.2. Image Matching

Now we have both simple and complex image descriptors. To
achieve the goal of matching people across the image sets, a
distance metric method must be adopted to measure the sim-
ilarity between pairs of images. As another important aspect
of research works on person re-identification, many distance
metric learning methods were proposed. But in order to avoid
disturbances when evaluating the effect of our method on im-
age appearance, we adopt the Bhattacharyya distance metric
instead of learning methods. By this a distance matrix is com-
puted for matching each person in one set with its most simi-
lar figure in another set.

4. EXPERIMENTS AND DISCUSSIONS

We evaluate our method on the benchmark dataset VIPeR
[15], which is widely used in person re-identification. We
carry out a standard re-identification pipeline to show the im-
proving effect of our method for final performance. In ex-
periments, the salience-based processing for different feature

representations is done and the results comparing with orig-
inal features are shown. The combination and comparison
with state-of-the-art approaches are also discussed. The per-
formance is evaluated using the common-used Cumulative
Matching Characteristics (CMC) curve, which represents the
expectation of finding the correct match pair in the top k
matches. For convenience, we list the ranking results instead,
where rank-k rate is the kth value on CMC curve.

The VIPeR Dataset contains 632 pedestrian pairs. Each
pair is made up of two images of the same individual taken
from two different cameras, under different viewpoints and
varying illumination conditions. All images are normalized
to 128×48. Following the settings in [2] for fair comparison,
we randomly sample 316 image pairs (i.e. half of the dataset)
to run the experiment. All the experiments are repeated 10
times to reach a relatively stable performance. The average
ranking results using RGB histogram, H-S histogram, dense
feature(as in[12]) and the corresponding pre-processed ver-
sions are listed below in Table 1. Where features based on
our processed appearance are denoted by *-Pre. While DF is
the abbreviation for the Dense Feature in [12].

Rank R-1 R-5 R-10 R-15 R-20

RGB Hist 4.19 9.40 13.51 17.69 21.34
RGB-Pre 4.00 9.02 13.90 17.65 20.79
H-S Hist 11.07 25.48 34.24 40.52 46.68
HS-Pre 11.38 25.38 35.46 42.53 48.52
DF[12] 9.24 21.77 30.54 37.94 43.45
DF-Pre 10.06 23.58 32.72 38.86 44.62

Table 1. Test on half VIPeR

From the results we can see that our refining method based
on eye-fixation-predicting map is effective for some cases and
improved the re-identification result, but not always so. As for
RGB histogram, our method fails. This might be caused by
the compatibility of refining method with RGB feature.

In addition, we did further experiment on the full VIPeR
set(i.e. all 632 image pairs). The result is listed in Table 2. In
these experiments, when sample images are pre-processed by
eye-fixation maps, the extracted features all lead to a better
result. Because the full VIPeR set were used, there’s no need
to do random resampling and the repeating results are all the
same. Perhaps there still exists bias in the random selection of
316 image pairs, which leads to the failure in previous RGB-
histogram tests.

To further evaluate the proposed method, we combine
it with state-of-the-art re-identification approaches. The S-
DALF method[2] exploits three kinds of features and weights
them by exploiting symmetry perceptual principles. We pro-
cess the image samples with generated eye fixation maps by
our method, then combine them with SDALF. Table 3 shows
the comparison, where basic results in the first line are got
by single-shot SDALF. The baseline result comes from the
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Rank R-1 R-5 R-10 R-15 R-20

RGB Hist 2.85 7.12 9.18 11.08 13.61
RGB-Pre 3.32 6.33 9.02 11.71 13.77
H-S Hist 7.75 19.15 25.16 30.54 34.34
HS-Pre 8.07 18.67 25.63 31.49 35.92
DF[12] 6.49 15.35 23.42 28.01 31.49
DF-Pre 7.44 15.66 23.42 28.01 32.59

Table 2. Test on full VIPeR

source code published by the author of [2]. But the experi-
ment data we get using the code is slightly different from the
results published in the origin paper. This is perhaps because
of the small differences existing in experimental environment
and not vital for the comparison.

Rank R-1 R-5 R-10 R-15 R-20

original 18.35 38.67 49.65 57.06 63.61
preprocessed 18.70 39.46 50.63 57.37 63.10

Table 3. Test for combining with SDALF on VIPeR

From the result we can see that our method showed over-
all positive effects when combining with the SDALF method.
Meanwhile, we can observe that at R-20 the new method with
our process performs not as well as original method. However
we know the fact that, denoting the ability of finding the best
matching pairs at first time, the R-1 metric is more importan-
t than the latter ranks. The metric importance is decreasing
with the rankings increase, this is why the ranks after 20 are
often omitted.

To sum up, in these experiments on VIPeR dataset, when
sample images are pre-processed by eye-fixation maps, the
extracted features lead to a better result in most of the cases.
And experiments showed that for the combined features that
are complex enough, our method also has a positive effect.

5. CONCLUSION

In this work, we propose a preprocessing strategy for sam-
ple images in person re-identification task. The method is
based on the eye-fixation map developed from a bottom-up
saliency method, simulating the early processing in visual at-
tention mechanism. Experiments show that it can practically
improve the performance of a standard re-identification task,
with some failure cases discussed. This method is easy to im-
plement and has little time cost without any need for learning
procedure. This process is also easy to combine with oth-
er methods as it only affects the preprocessing step. Future
work can be done to test the performance when it is added
to more other approaches including feature-learning methods
and metric learning methods.
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