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ABSTRACT 

 

The ship wake detection of SAR images is useful not only in 

estimating the speed and the direction of moving ships, but 

also in finding small ships which are hard to be detected. 

The traditional ship wake detection methods of SAR images 

can achieve satisfactory results in simple backgrounds, but 

hardly work in complex backgrounds. In this paper, we pro-

pose a novel method based on the morphological component 

analysis and the dictionary learning to detect ship wakes in 

complex backgrounds. In our method, the SAR image is 

decomposed into a cartoon component containing ship 

wakes and a sea-background texture component by adaptive-

ly learning the ship wake dictionary and the sea-background 

texture dictionary; and then the shearlet transform is used to 

enhance ship wakes in the cartoon component. Experimental 

results show our method outperforms the traditional methods 

for SAR images in complex backgrounds. 

 

Index Terms—SAR image, ship wake detection, dic-

tionary learning, morphological component analysis (MCA), 

shearlet transform 

 

1. INTRODUCTION 

 

Sailing ships cause wakes. The ship wake detection is great-

ly useful not only in estimating the speed and the direction 

of moving ships, but in finding small ships [1]. Nowadays, 

the synthetic aperture radar (SAR) is widely used, but seri-

ous speckle noises and roughly imaging conditions make the 

ship wake detection of SAR images difficult. Related work 

dates from late 1980s, much of which uses the Radon trans-

form or the Hough transform after speckle noises are re-

duced. Ref. [1] detects ship wakes with the Radon transform. 

Ref. [2] uses the normalized Hough transform and the con-

stant false alarm rate (CFAR) method for the detection. Ref. 

[3] uses the normalized Radon transform for the detection. 

All of these traditional methods can work well under 

simple background conditions, but fail under complex back-

ground conditions. To solve this problem, we propose a 

novel ship wake detection method based on the morphologi-

cal component analysis (MCA) and the dictionary learning 

for complex backgrounds. In the proposed method, the 

MCA is used to decompose the SAR image into a cartoon 

component containing ship wakes and a sea-background 

texture component, as well as, the ship wake and the back-

ground texture dictionaries are respectively obtained by 

learning the decomposed components. Then, the cartoon 

component is transformed into the frequency domain by the 

shearlet transform and some high-frequency coefficients are 

reconstructed. Finally, the reconstructed cartoon component 

is binarized and ship wakes are detected with the parallel 

coordinate (PC) transform. Compared with those traditional 

methods which pursue a high detection rate by despeckling, 

our method can eliminate the impacts of complex back-

grounds on ship wakes. Thus, the proposed method outper-

forms those traditional ones. 

The remainder is organized as follows. Sec. 2 reviews 

the principles of the sparse representation and the MCA. Sec. 

3 elaborates the proposed method based on the MCA and 

the dictionary learning. Sec. 4 compares the proposed meth-

od with two other methods. Sec. 5 draws some conclusions. 

 

2. SPARSE REPRESENTATION AND 

MORPHOLOGICAL COMPONENT ANALYSIS 

 

A signal  is usually expressed as, 

                       (1) 

where  is a representation coefficient,  is a dictionary. 

When nonzero entries of  are few, it is a sparse representa-

tion coefficient (SRC). Solving the SRC is called sparse 

coding and is expressed as follows, 

                (2) 

where  is a -norm,  is the difference between  and its 

recovery. The orthogonal matching pursing (OMP) method 

[4] and the iterative thresholding (IT) method [5] are both 

1896978-1-4799-9988-0/16/$31.00 ©2016 IEEE ICASSP 2016



widely used to solve (2). Furthermore, there are two ways to 

construct dictionary : analytic dictionary and dictionary 

learning. The former is simple and fast, but it can only 

sparsely represent specific signals. Therefore, the latter is 

pursued and the popular K-SVD is presented [6]. But two 

shortages make the K-SVD impractical. On the one hand, 

the SVD makes the speed of the K-SVD very slow, on the 

other hand, samples must be fixed. Therefore, Ref. [7] pro-

poses a block coordinate descent (BCD) dictionary learning 

method, recording the information of the signal  and its 

SRC  in the matrix  and  as follows, 

                (3) 

Then, dictionary  can be updated column-by-column, 

             (4) 

where  is the  column of , also called an atom,  is 

the  column of ,  is the  column of . 

In MCA,  can be seen as a mixture of  components, 

 
        (5) 

If each component is sparse only in its corresponding 

dictionary,  will be uniquely decomposed, and this is the 

principle of the MCA. Let  represent the outline of the 

signal , and to make  smoother, a regularization term 

 may be introduced. Thus, the MCA can be seen as a 

-norm minimization (L0NM) problem as follows [5], 

 (6) 

where  is the SRC of ,  is a regularization coefficient, 

and  is the residual. Ref. [5] introduces the IT method and 

analytic dictionaries to solve (6). But Ref. [8] observes that 

when SAR images are decomposed by the MCA and the 

complex textures exists, the results might be unsatisfactory. 

Therefore, an adaptive MCA (AMCA) method is proposed 

[8]. For an image with a texture component  and any other 

component , the AMCA is expressed as follows, 

 (7) 

which is a -norm minimization problem, and is equivalent 

to the L0NM problem, and  is the th block-SRC of , 

 is a regularization coefficient. Three steps are used to 

solve (7): sparse coding, components updating, and texture 

dictionary learning from the decomposed . 

 

3. THE PROPOSED METHOD 

 

Our method introduces the MCA to separate the cartoon 

component. After the cartoon component is enhanced, ship 

wakes in it are detected based on the PC transform. 

 

3.1. Cartoon component separation based on MCA 

 

The SAR image  can be regarded as a superposition of a 

cartoon component  containing ship wakes, a sea back-

ground texture component , and a residual  with speckle 

noises. That is . 

According to (6) and (7), the separation of  and  is 

expressed as follows, 

     (8) 

The solution of (8) is outlined in Alg. 1. 

Algorithm 1- Image decomposition and dictionaries learning algorithm based on the MCA 

Input: SAR image , background texture dictionary  and ship wake dictionary , the number of dictionary updating iterations 

, the number of MCA maximum allowed iterations , regularization coef. , stopping condition , ratio coef. . 

Initialize: Normalize : , set , , , and obtain  : . where, 

, ,  is the pseudo-inverse of ,  is the transpose of ; matrix  

comes from cutting  by the atom size of  and matrix  comes from cutting  by the atom size of .  

for  to  do 

for  to  do 

 Obtain , cut it into grids to form column matrix  by the atom size of , threshold columns of matrix 

 by  to ; Compute , rearrange to  with compensation . 

 Obtain , cut it into grids to form column matrix  by the atom size of , threshold columns of ma-

trix  by  to ; Compute , rearrange to . 

 Obtain  similar to obtain , then stop iterations when . 

end for 

 Update dictionaries  and , using the BCD-based dictionary learning method. 

end for 

Output: cartoon component  and background texture component , final dictionary  and . 
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Fig. 3 Final dictionaries of the proposed method 

(a) Final  (b) Final  

Fig. 2 MCA results of a SAR image 

(d)  The residual 

(a) Original image (b)  Cartoon component 

(c)  Background texture 

component 

Fig. 1 Initial dictionaries 

(b)   Initial  (a) Initial  

The dictionary  is initially random, the atom size of 

which is  pixels and the total number of atoms is 64. 

The dictionary  is initially from a 4-layer shearlet trans-

form with 18 decomposition directions in each layer, the 

atom size of which is  pixels and the total number of 

atoms is also 64. Figs. 1(a) and 1(b) show the initial back-

ground texture dictionary  and the initial ship wake dic-

tionary , respectively. 

When the proposed method is applied to Fig. 2(a) and 

the related parameters in Alg. 1 are set to be , 

, , , and , the compo-

nent decomposition results will be shown as Figs. 2(b)-2(d), 

and the final background texture dictionary  and the final 

ship wake dictionary  are shown as Fig. 3(a) and 3(b). 

From these results we can see that, 1) the cartoon component 

containing ship wakes is effectively separated from the sea-

background texture component, and the speckles are also 

decomposed into the residual, and 2) the final sea back-

ground texture dictionary and the final ship wake dictionary 

are more suitable to represent the real sea backgrounds and 

the ship wakes. 

 

3.2. Cartoon component enhancement 

 

Since ship wakes in the cartoon component exhibit the 

directional high-frequency characteristics, and shearlet basis 

functions can effectively respond to them, the proposed 

method enhances ship wakes by extracting some shearlet 

high-frequency coefficients of the cartoon component, and 

reconstructing these coefficients.  

The basis function of the shearlet transform is shown as 

, where  is a dilation 

matrix, controlling the scale decomposition,  is a shearing 

matrix, controlling the direction decomposition;  is the 

number of levels of the scale decomposition and  is that of 

the direction decomposition;  and . 

Then, the shearlet transform is expressed as  

[9]. 

The 4-layer with 34 directions decomposed in each lay-

er shearlet transform is applied to Fig. 2(b). Some high-

frequency coefficients of the 3rd layer are reconstructed as 

Fig. 4(a). Then, Fig. 4(a) is binarized as Fig. 4(b). It is obvi-

ous that the ship wake is highlighted. 

 

3.3. Line detection based on PC transform 

 

Finally, the line detection method based on the PC transform 

[10] is used to detect a continuous ship wake in the binary 

cartoon component. The basic ideas of the PC transform are 

that 1) a point in the Cartesian coordinate system (CCS) is 

converted into a line in the parallel coordinate system (PCS), 

2) all points on a CCS line whose slope is negative are 

(a) Reconstructed cartoon 

component 

(b) Binary image of the 

cartoon component 

Fig. 4 Enhancement of the cartoon component 
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mapped as a group of PCS lines, which intersects at a point, 

and 3) a point in the PCS is remapped as a CCS line. 

The above line detection method is applied to Fig. 4(b). 

Fig. 5(a) is a PC transform domain containing a ship wake. 

Fig. 5(a) is thresholded and clustered, and then one peak can 

be obtained. Finally, this peak is mapped back to the CCS, 

and the ship wake is detected. For easy observation, the de-

tected ship wake is indicated in bold as shown in Fig. 5(b).  

 

4. EXPERIMENTAL RESULTS 

 

To evaluate the performance of the proposed method, 21 

ERS-2 images of size  pixels are used, and exper-

imental results are quantitatively and qualitatively compared 

with those of Refs. [2-3]. In the experiments, optimal pa-

rameters for each method are empirically selected, and the 

recall and the precision of all images for each method are 

calculated for the quantitative comparison, and at the same 

time, the detection results of each method are arranged col-

umn-by-column for the qualitative comparison. 

The recall and the precision are calculated as follows 

[11]: 

                    (9) 

where  represents the number of detected ship wake lines, 

 represents the number of false detection, and  repre-

sents the total number of ship wake lines. Tab. 1 lists the 

recall and the precision of each method. We see that the 

recall and the precision of the proposed method are higher 

than the two other methods. Figs. 6(c)-6(e) show the detec-

tion results of all the three methods on 2 out of 21 SAR im-

ages shown as Fig. 6(a). Fig. 6(b) is the ground truth of Fig. 

6(a). We see that the performance of the proposed method is 

also better than the two other methods. So we draw the con-

clusion that the proposed method outperforms other methods 

for complex backgrounds. 

Table 1  Quantitative comparison of our method with Refs.[2-3] 

 

 

5. CONCLUSIONS 

 

The detection of ship wakes in SAR images under complex 

background conditions is a challenging task. The traditional 

ship wake detection methods only work in simple back-

grounds but hardly work in complex backgrounds. In this 

paper, we propose a novel ship wake detection method 

based on the MCA and the dictionary learning for complex 

backgrounds. In the proposed method, the cartoon compo-

nent containing ship wakes is separated from the sea-

background texture component by using the MCA and an 

online updating mechanism for the ship wake dictionary and 

the sea-background texture dictionary. Then, some high-

frequency coefficients of the cartoon component are extract-

ed and reconstructed by the shearlet transform to enhance 

ship wakes. Finally, all of the ship wakes are detected by the 

PC transform. The quantitative and qualitative experimental 

results demonstrate that, our proposed method outperforms 

other traditional ship wake detection methods. 

 Ref [2] Ref [3] Our method 

Recall 0.41 0.22 0.72 

Precision 0.39 0.24 0.70 

Fig. 5 Line detection based on PC transform 

(a) PC transform domain (b)  Line detection result 

Fig. 6 Experimental comparison results of the related methods 

(a) Original images (b) Ground truth (c) Results of Ref. [2] 

[2] 

(d) Results of Ref. [3] (e) Results of our method 
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