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ABSTRACT

In this paper, we present a novel human segmentation tech-
nique that automatically detects upper-body region in the
selfie. To detect and segment upper-body without user in-
teractions, we develop an initial tri-map by combining face
detection results and upper-body shape prior in the selfie.
Moreover, we employ motion vectors between two images
captured in a short time interval to deal with various human
poses and cluttered backgrounds. From motion vectors, we
estimate the implicit depth layers without auxiliary hardware
or time-consuming algorithms. By integrating information
from the face detector, shape prior, and motion vectors, we
detect and segment the human upper-body accurately. We
also implement the proposed algorithm on the mobile phone.
In the extensive experiments on selfie dataset, the proposed
method shows competitive results in terms of accuracy / recall
and outperforms the previous methods.

Index Terms— human segmentation, defocus, graphcut

1. INTRODUCTION

A selfie, a term for a self-portrait photograph, has gained as-
tounding popularity over time by being shared on social net-
working services such as Facebook, Instagram and Twitter
[1, 2]. Especially, defocus effect on background of selfie en-
ables mobile phone images, the entire scene is in-focus due
to the small lens, comparable to DSLR cameras which are ca-
pable of producing defocus images, and therefore provides a
new selfie experience to users (Fig. 1). However, to detect
and segment human for defocus without user interactions is a
challenging problem due to the cluttered backgrounds, vari-
ous poses of human, and a wide range of clothes. There are
many approaches for defocusing images, some of them es-
timate the depth map and defocus an image by selecting a
desired focal plane [3, 4, 5, 6, 7, 8] and others employ seg-
mentation techniques to detect target objects [9, 10, 11, 12,
13, 14]. The approaches using depth map can be classified
into three ways : the methods using 1) special hardware such
as depth sensor or pre-calibrated stereo rig [3, 4], 2) seg-
mentation technique with Phase Auto Focus (PAF) [5], and
3) Structure-from-Motion (SfM) algorithm with several im-
ages [7, 8]. Although these approaches allow us to handle

a range of case using depth map, the needs of special hard-
ware or a complex and time-consuming algorithm are their
major drawbacks. Moreover, depth sensors based on infrared
are limited to the indoor scene, and most of depth-measuring
equipment produce low-quality and low-resolution depth map
which may degrade the defocus quality. The methods using
PAF require the function of modulating focal length, which
is not available in low-cost mobile frontal cameras. The ap-
proaches using SfM are inconvenient to use since they require
long sequence of images with large displacement and fail on
moving objects. Furthermore, all of these methods require
user interaction, such as a click or tap on display to select
portions of in-focus.

In addition, there are many algorithms which segment cer-
tain objects automatically in general scenes [9, 10, 11]. The
segmented results can be used to make defocus image by giv-
ing blur effect on background excluding target object. How-
ever, their pixel accuracies are only about 50%. Moreover,
these approaches are time consuming and difficult to be ap-
plied in mobile devices since they are based on rich features
to describe the region properties. To alleviate the difficulty of
segmentation in the general environment, many segmentation
methods employ learning scheme [12, 13] or utilize additional
information such as shape prior [15]. Though the methods
are more robust than general object segmentation, there are
limits in applying to the objects with large variation. Particu-
larly, human has various body appearance caused by changing
viewpoints, clothing, and limb articulation.

In this paper, we propose a robust human segmentation
scheme in the selfie taken by mobile frontal camera. For
this, we exploit face detector results and the upper-body shape
prior from the noticing that the viewpoints are limited in the
selfie. This results in a robust and fully automatic initializa-
tion of tri-map, as opposed to interactive techniques [3, 4, 5,
6, 7, 8, 15]. Furthermore, we utilize motion vectors calcu-
lated from the two images captured using burst shot to deal
with various human poses and patterns of clothes. Since two
images are captured in a very short time (90 ms) with a single
click, the users do not discern the difference to the general
selfie shot. Therefore, the users inconvenience is minimized
while maintaining quality of segmentation. By integrating
an initial tri-map, RGB and motion information, we obtain
the initial segmentation result. The initial segmentation mask
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Fig. 1. Defocusing effect on background of selfie.

is refined by iteratively applying the graph cuts optimization
[16]. In experiment, the proposed method shows the compet-
itive performance on challenging dataset and outperforms the
previous methods.

2. PROPOSED METHOD

Fig. 2 shows the overall flow of the proposed algorithm.
Firstly, we calculate motion vectors from the consecutive two
images. Then, the upper-body tri-map is estimated based on
the facial information and the upper-body prior knowledge in
the selfie. Finally, the segmentation is iteratively performed
by combining tri-map, RGB information, and motion vectors.

The proposed algorithm uses two consecutive images ob-
tained from the burst shot of mobile frontal camera. Since two
images are captured in a very short interval, no additional ef-
fort is required after users press the shutter button. Though the
time interval of two images is very short, there is inevitable
motion due to hand shaking, which results in a motion vectors
between two images. At a far distance to the camera center,
the magnitude of motion vectors is small, while the magni-
tude of motion vectors at a near scene (i.e. human) is large.
Thus motion vectors from foreground / background are sepa-
rated as shown in Fig. 3, and it can be calculated using optical
flow algorithm [17].

Then, the upper-body tri-map is estimated based on the
facial information and the prior knowledge about selfie. The
facial information including position of face, 36 facial land-
marks, and pose of face (yaw / pitch / roll) are calculated from
the first image using the method in [18]. We estimate the ini-
tial positions of head and shoulder based on the prior knowl-
edge (ex, the relationship between facial width and shoul-
der width etc.) obtained from the learned result using selfie
database. The tri-map consists of 4 regions (foreground (FG) /
probably foreground (PRFG) / probably background (PRBG)
/ background (BG)). The rule to estimate each point of FG
region in the tri-map is shown in Fig.4. The face width (a),
shoulder center (c), and shoulder start (d) points are decided

by the facial landmarks and the face height (b), half shoulder
width (e), and shoulder end (f) are decided by points (a, b,
d). The estimated shoulder points are refined by learning the
RGB information from initial FG / BG region using Gaussian
Mixture Model (GMM) [15]. The points are moved to nearby
points in which foreground probability is bigger than that of
background to extend or shrink shoulder region as shown in
Fig. 5. The PRFG and PRBG region are located with a cer-
tain margin from the FG region. The head tri-map of PRFG
and PRBG region is different from FG region in order to deal
with various hair style. The process of generating tri-map is
a fully automatic initialization scheme, as opposed to interac-
tive techniques [3, 4, 5, 6, 7, 8, 15].

From the first image, we obtain the initial segmentation
result by applying graph cuts segmentation [16], with RGB
information (from the first image), motion vectors (calculated
from two images) and an initial tri-map calculated in the pre-
vious step. To combine the color and motion vectors in graph
cuts optimization [16], we modify the conventional cost func-
tion for segmentation as shown in (1).

E(A) = λ · Rc(A) + μ · Rm(A) +B(A) (1)

The Rc(A) is a regional term which estimates the property of
the region A in terms of color, Rm(A) is also regional term
related to motion vectors, andB(A) is a term which measures
boundary property of the region A. The coefficients λ and μ

specify the relative importance of the regional terms Rc(A)
and Rm(A) against the boundary term. The cost function (1)
is optimized using the graph cuts optimization technique sim-
ilarly to [16].

After that, the union of segmented region in the previous
step and initial tri-map is used to create the new tri-map. The
eroded mask, original mask and dilated mask are used for the
FG, PRFG and PRBG region in the new tri-map. With this
manner, we iteratively apply graph cuts segmentation, and up-
date each region. This iterative approach is very popular in the
segmentation community. However, we expand or shrink the
hard constrained region (FG or BG) unlike the conventional
method in which hard constrained regions are fixed [15]. By
doing so, foreground is updated so as to be closer to the upper-
body region as the segmentation is repeated. Furthermore,
we incorporate the motion vectors into segmentation by using
RGB color and motion vectors alternatively in the iteration
loop. In the segmenting step using motion vectors, the mag-
nitude of motion vectors (2 dimension of x and y) is used to
compute the regional term. In this step, foreground region is
robustly extended or shrunk regardless of various colors or
textures. On the other hand, the graph cuts segmentation us-
ing colors enables exact segmentation near edge. After the
iteration, the final segmentation is performed with RGB in-
formation and the tri-map estimated only with the previous
segmentation result, since the segmented result is reliable at
the end of iteration loop. Finally, lens blur effect is applied to
image using the integral image as in [19].

1817



Fig. 2. The overall flow of the proposed algorithm.

Fig. 3. The motion vectors between two consecutive images.

3. EXPERIMENTAL RESULTS

3.1. Experiments on the selfie dataset

To demonstrate the performance of the proposed algorithm,
we collected 286 pairs of selfie dataset containing a variety
of human poses and cluttered backgrounds (Fig. 7). The
time interval between two images is about 90 ms. We im-
plemented our algorithm on mobile phone (Samsung Galaxy
Note 4) and all the experiments are performed on the mobile.
Our implementation takes about 10 sec to process an image
(1920× 1080).

Fig. 6. shows the tri-maps and consequential segmenta-
tion results. We can see that the foreground region is updated
so as to be closer to the upper-body region as segmentation is
repeated. In Fig. 6-(a), the head part of tri-map is adjusted to
the long hair style, otherwise in Fig. 6-(b) the tri-map remains

Fig. 4. The tri-map points (red dots) (a : face width, b : face
height, c : shoulder center, d : shoulder start, e : half shoulder
width, f : shoulder end).

the same to fit short hair style. By segmenting iteratively with
proper PRFG and PRBG region, we can deal with various hair
style without additional hair model. Furthermore, the tri-map
is properly adjusted to the thick winter clothes in Fig. 6-(b).

Fig. 7 shows the segmentation results and defocused im-
ages using proposed algorithm. In table 1, we compare the
proposed method with the conventional method [15] using
same initial tri-map in terms of the accuracy (precision / re-
call). In the result, the proposed method shows very competi-
tive results due to the motion vectors.

3.2. Comparison with the previous methods

For comparison, we tested out-focus mode built in Samsung
Galaxy Note 4 [5], out-focus mode in Google Camera [6],
and the proposed method under similar scenes. Fig. 8 shows
the comparison results. The Samsung out-focus mode built

1818



Fig. 5. The refined tri-map using GMM, (a) initial tri-map,
(b) refined tri-map.

Fig. 6. The progress of tri-map and consequential segmenta-
tion result in the iteration loop (from left to right).

in Galaxy Note 4 has a weakness at texture-less wall regions
since it estimates depth of the scene based on image sharp-
ness. Moreover, it requires the auto-focus function to esti-
mate the depth of the scene. Therefore, it doesnt work at the
low-cost frontal camera for selfie. In the Google Camera re-
sult, a part of hair is defocused since the SfM algorithm is
also vulnerable to texture-less regions. Moreover, the Google
Camera requires users to move camera intentionally to ob-
tain several images with different views for estimating depth
map. This degrades the usability of the Google Camera. The
proposed algorithm shows the best result, and it is robust to
texture-less region in that it employs color and motion vectors

Table 1. Accuracy of the proposed algorithm in terms of pre-
cision / recall.

Precision Recall f-measure
w/o

motion vector
Mean 97.54% 97.04% 97.29
Std. 4.64 2.97 N/A

w/
motion vector

Mean 97.34% 98.03% 97.68
Std. 4.43 1.99 N/A

Fig. 7. The segmentation results (a) detected human region
(painted in green) and (b) defocused images using proposed
algorithm.

Fig. 8. Comparison result of three methods.

as prior cues for the segmentation. Moreover, unlike the Sam-
sung built-in out-focus mode and the Google Camera which
regard the central or nearest part as the target object, proposed
method automatically detects human upper body and defo-
cuses the background except detected upper body region.

4. CONCLUSION

We have presented a novel technique for defocusing selfie
taken by mobile frontal camera. We automatically initial-
ize the tri-map using prior knowledge in the selfie. More-
over, we utilize the burst shot of mobile frontal camera to
obtain depth information without users additional effort. To
enhance the performance, we iteratively segment upper-body
region using both of RGB color and motion vectors. The
proposed method works automatically without special hard-
ware or users inconvenience and shows competitive results on
challenging dataset. Moreover, the proposed algorithm out-
performs the previous method using high-quality auto-focus
camera.
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