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ABSTRACT

In this paper, we propose a novel neighbor embedding method
based on joint sub-bands for image super-resolution. Rather
than directly reconstructing the total spatial variations of the
input image, we restore each frequency component sepa-
rately. The input LR image is decomposed into sub-bands
defined by steerable filters to capture structural details on dif-
ferent directional frequency components. Then the neighbor
embedding principle is employed to reconstruct each band,
respectively. Moreover, taken the diverse characteristics of
each band into account, we adopt adaptive similarity criteri-
ons for searching nearest neighbors. Finally, we recombine
the generated HR sub-bands by applying the inverting sub-
band decomposition to get the final super-resolved result.
Experimental results demonstrate the effectiveness of our
method both in objective and subjective qualities comparing
with other state-of-the-art methods.

Index Terms— Image Super-Resolution (SR), Neighbor
Embedding, Sub-Bands, Steerable Filters

1. INTRODUCTION

Image Super-Resolution (SR) reconstruction refers to gener-
ating the high-resolution (HR) output with inspiring visual
qualities from a degraded low-resolution (LR) input image.
The technique has been widely studied and used in many ar-
eas, ranging from medical image processing, image compres-
sion to satellite imaging. Nevertheless, due to the loss of in-
formation during the degradation, SR reconstruction which is
an ill-posed problem, is still a challenging work.

SR reconstruction algorithms can be roughly classified
into three categories: interpolation-based, reconstruction-
based and learning-based. Interpolation-based methods esti-
mate missing pixels according to the known pixels with linear
or non-linear interpolation algorithms, such as new edge-
directed interpolation (NEDI) [1] and soft-decision adaptive
interpolation (SAI) [2]. The reconstruction-based methods
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[3, 4] adopt a maximum posterior probability (MAP) frame-
work. Various regularization terms are imposed as the prior
knowledge to describe the properties of natural images. In
these methods, the prior information in prediction functions
are designed by human and hard to model the diversified
patterns in natural images.

Learning-based methods rely on large external datasets,
attempting to capture the relationship between LR patches
and their HR counterparts. Different models have been pro-
posed to deal with the relationship. Some methods are under
Markov Random Field (MRF) framework. Each LR patch
has several HR candidates, which can be regarded as MRF
framework and solved through graph cuts or belief propaga-
tion. But these methods with high computational complexity
are time-consuming. To overcome the problem, Yang et al.
[5] proposed sparse representation-based SR, referring that a
patch can be estimated as a linear combination of a few pre-
specified atom patches with few of linear coefficients being
nonzeros. Moreover, Chang et al. [6] introduced neighbor
embedding, assuming that the LR and HR patches form man-
ifolds with similar local geometry. This algorithm is easy to
understand and operate, which draws much attention.

However, structural features of the image may reflect on
different directions and frequency components, especially
when there are rich textures. Recovering the whole spatial
variations directly as the SR methods described above al-
ways leads to the textural details smoothed out. Thus, we
propose a novel neighbor embedding method based on joint
sub-bands for image super-resolution. To describe features of
the texture on each frequency band, we first decompose the
image into several directional sub-bands filtered by a bank
of orientation selective band-pass filters. In the meantime, a
high-pass image and a low-pass residue are yielded. We adopt
the neighbor embedding method to reconstruct each sub-band
independently, as well as the high-pass and low-pass image
with adaptive similarity criterions. The final reconstructed
image is generated by combining all bands together through
inverting sub-band decomposition.

The rest of this paper is organized as follows. The
overview of neighbor embedding algorithm is described in
Sec.2. In Sec.3, we have demonstrated the joint sub-band
based neighbor embedding method. Experimental results are
given in Sec.4. And concluding remarks are given in Sec.5.
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Fig. 1. The framework of joint sub-band based neighbor embedding for image super-resolution. (a) Different frequency compo-
nents obtained from steerable pyramid transform. (b) References for similar patches considering global and local features. (c)
Nearest neighbors from external library. (d) Reconstruction based on neighborhood regression for each frequency component.
(e) Super-resolved image through inverse steerable pyramid transform.

2. OVERVIEW OF NEIGHBOR EMBEDDING

Neighbor embedding (NE) methods have shown good perfor-
mance on image super-resolution reconstruction. The tradi-
tional neighbor embedding proposed by [6], locally linearly
embedding (LLE), is based on the assumption that LR and
HR patches share the similar local geometry and neighbor-
hood relationship. This approach usually reconstructs the im-
ages using coupled dictionaries. An input LR image is typi-
cally separated into overlapping patches. For each LR patch,
its local geometry is characterized by how a feature vector
can be linearly represented by its similar patches in the fea-
ture space. And the goal is to reconstruct its HR counterpart
as a weighted average of neighbors from the HR dictionary,
using the same coefficients estimated in the LR space. Then,
the target HR image is restored by integrating the HR patches
according to their positions and averaged wherever they over-
lap.

3. JOINT SUB-BAND BASED NEIGHBOR
EMBEDDING

In this section, we explain our proposed sub-band based
neighbor embedding method in details. The framework of
this method can be viewed in Fig.1.

3.1. Image Decomposition with Steerable Filters

The self-inverting and multi-orientation steerable pyramid
transform [7, 8] at one scale is first employed to extract dif-
ferent frequency components from the input LR image Xt.
By computing the response of a set of steerable filters, we can
obtain the direction selective sub-bands {Xi

t}Ni=1 with N ori-
entations, as well as the high-pass image X0

t and the residual

low-pass information XN+1
t , which can be formulated as:

Xi
t =

{
F−1

(
F (Xt) f

(
θi
))

i = 1, ..., N

F−1 (F (Xt) gi) i = 0 or N + 1
, (1)

where F (·) and F−1 (·) represent FFT and inverse FFT,
f
(
θi
)

denotes the directional bandpass filter oriented at θi,
and gi is the high-pass or low-pass filter which can be cal-
culated according to the frequency of bandpass filters. An
example of the decomposition result can be viewed in Fig.2.

Fig. 2. Representations of steerable pyramid transform with
one scale and two orientations. From left to right: high-pass
image, two directional sub-bands (oriented at 0◦, 90◦), and
low-pass residue.

Inspired by [9], the motivations we decompose the input
image in frequency domain are twofold. (i) Structural pat-
terns like edges are usually more prominent in one directional
sub-band. Decomposing the image conveys such a property
explicitly so that we are able to recover more details on this
sub-band and get sharper edges in the final result. (ii) Richer
textures can be synthesised because each frequency compo-
nent is recovered independently. The combination of them
can provide textures not existing in the training set.

3.2. Neighbor Regression for Each Frequency Compo-
nent

Each frequency band of the input LR image is reconstructed
independently to generate the corresponding HR bands
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{Y i
t }N+1

i=0 . We can perform the decomposition on the train-
ing images with steerable pyramid transform described in
Sec.3.1, and yield coupled dictionaries on each frequency
component. To formulate this problem, let X i = {xij

s }Nj=1

and Yi = {yijs }Nj=1 be the LR and HR patch dictionaries of
the band with subscript i, respectively. N is the dictionary
size. After separating the band Xi

t of input LR image Xt

into small patches, for each LR patch xi
t, we can obtain its K

nearest neighbors N i
l in the training set X i through K-nearest

neighbor (K-NN). Then K appropriate weights are estimated
to represent LR patch xi

t by solving the least squares problem
and apply these weights to the HR domain to yield its HR
counterpart. To obtain better estimations more efficiently,
we employ Ridge Regression to regularize the problem by
l2-norm coefficients, which can be formulated by:

min
αi

t

∥xi
t −N i

lα
i
t∥22 + λ∥αi

t∥22, (2)

where λ is the regularization term coefficient. Then αi
t can be

solved as:
αi
t =

(
N i

l

T
N i

l + λI
)−1

N i
l

T
xi
t. (3)

The corresponding HR patch yit is given by applying the same
reconstruction weights to corresponding neighbor HR patches
N i

h in the HR domain as follows:
yit = N i

hα
i
t. (4)

The HR band Y i
t is reconstructed by integrating recon-

structed HR patches. The overlap portions of patches are av-
eraged among different patches. However, the qualities of
reconstructed patches rely heavily on their nearest neighbors.
It is important to formulate good similarity criterions when
performing retrieval algorithms, which we will discuss in the
following subsection.

3.3. Similarity Metrics with Global and Local Features

After decomposition, the features of complex textures reflect
on each frequency band, some of which may become sharper
on one directional band while simpler on other bands. As
shown in Fig.3, the pattern on the directional band of the bicu-
bic interpolated image is cracked. However, it is continuous
on the corresponding band of its ground truth. Obviously, we
can not reconstruct continuous stripe of this sub-band if the
broken pattern is the only reference for similar patches dur-
ing the reconstruction. Thus, we consider joint features for
similarity metrics.

For a patch xi
t(i = 0, ..., N) from the high-pass image or

sub-bands, it is not accurate enough to find its similar patches
in the training set only in accordance with its local features as
shown in Fig.3(c). Thus, for the high-pass image and sub-
bands, we also introduce the global structural information
from the bicubic interpolated image. Taken both the global
and local features into consideration, we develop the distance
function for the patch xi

t(i = 0, ..., N) in K-NN searching as
follows:

(a) (b) (c) (d)

Fig. 3. (a) Sub-band of upscaling image. (b) Corresponding
sub-band of ground truth. (c) Results with only local features
referred for similarity. (d) Results with global and local fea-
tures referred for similarity.

dis
(
xi
t, x

ij
s

)
= ∥∇xi

t −∇xij
s ∥22 + η∥∇xt −∇xj

s∥22, (5)

where ∇ denotes the gradient operator, and xt, xj
s are spa-

tial co-location patches from the upscaling images for xi
t, x

ij
s ,

respectively. The first term represents the distance of local
features between patch xi

t and xij
s , while that of the global

features is measured by the second term. In addition, η al-
lows us to balance the contribution of these two terms.

The low-pass residue is more smooth due to its low fre-
quency, which results in the difficulty extracting gradient fea-
tures. But it is coherent and contains enough structural in-
formation. So for a patch xN+1

t from the low-pass image,
we need joint local features from its corresponding patches
of other bands. The similarity metric on patch xN+1

t can be
given by:

dis
(
xN+1
t , x(N+1)j

s

)
=

N+1∑
i=0

∥∇xi
t −∇xij

s ∥22. (6)

In the end, to generate the super-resolved result Yt, the HR
bands {Y i

t }N+1
i=0 are combined through inverting the steerable

pyramid decomposition, which can be solved by:

Yt =F−1

(
N∑
i=1

F
(
Y i
t

)
f
(
θi
))

+

F−1
(
F
(
Y 0
t

)
g0 + F

(
Y N+1
t

)
gN+1

)
.

(7)

Besides, the nonlocal redundancy [10] is also employed to the
generated HR image Yt to enhance the final result. For each
patch yt of Yt, we seek its similar patches ylt and constrain the
prediction error to be minimum, which can be formulated as:

Yt = argmin
∑
yt∈Yt

∥yt −
L−1∑
l=0

wlylt∥22, (8)

where the nonlocal weight wl is defined in [10], depending on
the distance between ylt and yt. Moreover, the classical back
projection constraint is also performed to confirm that the
blurred and down-sampled version of Yt matches the given
LR image Xt.

4. EXPERIMENTAL RESULTS

To evaluate the effectiveness of the proposed method, we con-
duct experiments of 2× on several test sets (Set5, Set14 and
B100) used in the previous literature [11]. For a fair compar-
ison, we also adopt the training set consisting of 91 images
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Table 1. Average PSNR(dB) results by 2× on three test sets
Test Set Bicubic ScSR[5] ANR [11] BPJDL [12] SRCNN [13] NE Proposed Gain vs. SRCNN

Set5 33.68 36.00 35.84 36.20 36.34 35.84 36.59 0.25
Set14 30.23 31.93 31.80 32.02 32.17 31.79 32.33 0.16
B100 29.56 30.92 30.82 31.00 31.14 30.76 31.22 0.08

from ScSR [5]. The LR input images are generated from the
original HR images by bicubic downsampling with the scal-
ing factor. In our experiment, we decompose the image into
the high-pass image (B0), four directional sub-bands oriented
at 0◦, 45◦, 90◦ and 135◦ (B1–B4), as well as the low-pass
residue (B5). For all of the bands, the regularization param-
eter λ in Eq.(2) is set to be 0.15. For the reconstruction in
terms of the high-pass image and sub-bands, the patch size is
5 × 5, and the parameter η in Eq.(5) is set to be 1. For the
reconstruction of low-pass image, the patch size is 9× 9.

To confirm the effectiveness of our method, we first com-
pare the PSNR results of each generated band with the corre-
sponding band extracted from the HR image yielded by our
NE method without decomposition in Table 2. It is clear
that through image decomposition, we can achieve better fre-
quency components in all bands. And the final result has an
improvement of 1.52 dB.

We also compare the proposed algorithm with different
methods, including Bicubic, ScSR [5], ANR [11], BPJDL
[12] and SRCNN [13]. Besides, to prove the influence of im-
age decomposition, our NE algorithm without decomposition
is also compared with the proposed method. Except NE, all
the results are obtained from the original authors’ codes.

The objective results are shown in Table 1. For color
images, we only calculate PSNR for the illuminance chan-
nel. Our proposed method outperforms other state-of-the-art
methods in all the test sets. The detailed PSNR results for
each single image are released in our website1.

Table 2. Comparison for each band of butterfly
Frequency band Bicubic NE Proposed

B0 32.74 34.55 35.18
B1 (θ = 0◦) 35.64 39.27 40.63
B2 (θ = 45◦) 37.06 39.79 40.97
B3 (θ = 90◦) 34.96 38.45 39.42
B4 (θ = 135◦) 34.47 39.49 40.90

B5 38.92 48.76 49.28
Combined result 27.44 30.75 32.27

Fig.4 presents some subjective results. Because the fea-
tures on each band are specifically recovered, we get sharper
edges and abundunt textures while the results of other meth-
ods tend to be more blurred or unnatural. These observations
illustrate that our method performs favorably against several
state-of-the-art algorithms.

5. CONCLUSION

In this paper, we develop a joint sub-band based neighbor
embedding method for image super-resolution. The image
is processed by steerable pyramid decomposition to capture
details on each frequency band. By reconstructing them inde-
pendently, we can recover sharper edges and richer textures.
Experimental results indicate the proposed method achieves
better results in both quantitative and qualitative evaluations.

1http://www.icst.pku.edu.cn/course/icb/Projects/JSNE.html

(a) 27.44 (b) 30.99 (c) 30.48 (d) 30.96 (e) 32.13 (f) 30.75 (g) 32.27

(a) 26.01 (b) 27.90 (c) 27.77 (d) 28.05 (e) 28.27 (f) 27.55 (g) 28.36

Fig. 4. Comparison of PSNR(dB) results by 2× on the (butterfly, comic) images: (a) Bicubic, (b) ScSR [5], (c) ANR [11], (d)
BPJDL [12], (e) SRCNN [13], (f) NE, (g) Proposed. The red block with its corresponding magnification on the left-bottom
corner of each image shows the reconstruction details.
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