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ABSTRACT

In this paper, we propose a fast and robust method which uses
only a single frontal face image as input to reconstruct a plau-
sible 3D face. Our method mainly consists of three stages:
feature point detection, model adaptation in X-Y plane and
model adjustment on Z-axis direction . At first stage, we de-
tect some face regions such as face contour and facial com-
ponents automatically. In these regions, we extract several
feature points which can generally describe the structure of
face. Subsequently, we apply several deformation processes
and optimization procedures on an adjustable 3D face model
in the X-Y plane based on these feature points. Finally, we
present a method of insertion to obtain a dense and smooth
model. Experimental results demonstrate the effectiveness
and efficiency of our method as well as the robust adaptation
to the complex imaging condition.

Index Terms— 3D face reconstruction, adjustable model,
model adaption, insertion

1. INTRODUCTION

Three-dimensional(3D) face reconstruction has always been a
challenging and difficult task because the geometric structure
of face is complex and individualities. The traditional 3D face
reconstruction methods are based on multi-perspective, such
as [1] [2] [3]. However, these methods need to match the
images from different perspectives before reconstructing the
3D face, which reduces the efficiency.

Recently, researchers pay more and more attention to the
technologies of 3D face reconstruction from single image be-
cause it avoids the image registration problem and has a high
value of practical application. Nevertheless, reconstructing
3D face from single image faces many difficulties. The depth
information is hard to obtain from a single image. Complex
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illumination condition and changeful expression also affec-
t the reconstruction result to a large extent. To solve these
problems, some preliminary attempts have been made for the
past several years, which can be classified as either ”shape
from X” approaches or learning based techniques. The former
methods take advantage of the clues which are caused by ex-
ternal conditions such as illumination [4] [5]. However, these
methods are highly restricted by the input images because the
motion and illumination conditions are usually uncertain and
the depth variations of face are hard to predicted.

The latter methods learn a 3D shape from a single image
on the basis of the available 3D face database. Notable meth-
ods prefer to learn a model from a mass of training examples
[6] [7] [8] [9]. They attempt to learn a face model which
can best fit the input images from a large 3D face database.
These methods all require carefully aligned 3D face scans to
be assembled and then used to learn the space of faces. In-
the-Wild face Reconstruction method was recently proposed
by [10], combining an example based approach with a shape
from shading method. However, these previous methods are
time-consuming and require a large number of reference mod-
els, which further limit their applicability.

In this paper, a novel method is proposed to solve the
problem of 3D face reconstruction from a single image with
neither any training processes nor a large number of training
examples. First, several feature points are detected in the in-
put image and match them to the ones in a selected model.
Then, we adjust the model on X-Y plane for adapting it to
the input image. Finally, we present a method of insertion on
each surface in the model to make the reconstruction results
more smooth and dense. Experiment results show that our al-
gorithm is both fast and robust, which can be readily used in
many applications automatically.

2. PROPOSED METHOD

In this section, we present the whole system of our method
about the 3D face reconstruction from a single frontal face
image. The following subsections will describe the details.
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Fig. 1. Feature points detection results. (a) Feature points on
face contour. (b) Local regions detection results inside face.
(c), (d) and (e) Feature points in different local regions.

2.1. Feature points detection

The feature points of face can be classified into two cate-
gories as those which represent the face components and
those which represent the face contour. The first category
includes the feature points such as canthus, tips of nose, cor-
ners of the mouth. To get the feature points in the second
category, we use four standard classifiers in [11] [12] [13] to
detect the location of facial features, following the work of
[13]. The detection results are shown in Fig.1(a). However,
the detection results are not always satisfied. This is mainly
because that it is hard to ensure the quality of the input images
such as the resolution and noise magnitude. To overcome this
problem, we use the common structure of facial features as
the restriction to obtain the better detection results. As shown
in Fig.2(a), two mouth regions are detected. For each mouth
region, we judge whether it is in the mouth region of the
face as shown in Fig.2(b) and exclude the incorrect mouth
regions. The detection result after corrected by the restriction
is shown in Fig.2(c) that the incorrect mouth region in the left
mouth corner is excluded. In the region of eyes, we select the
geometric center of each region as the feature point which
is shown in Fig.1(b). For nose region, we use the geometric
center of the region as the feature point of nasal tip. Then
harris corner detector [14] is used to detect the feature points
of the nose region for getting the position of the nostrils and
nose wings. The result is shown in Fig.1(c). For mouth re-
gion, we take advantage of transverse projection and corner
detector in [14] to detect the centerline and the corners of the
mouth. The result is shown in Fig.1(d). To get the feature
points in the second category, we use the method based on the
color of skin [15] to detect the face region in the input image.
To obtain the feature points in the face contour, we sample
uniformly in the face edges between the nose tip and the
mouth in vertical direction. An example of detected feature
points on face contour is shown in Fig.1(e).

2.2. Model processing in X-Y plane

In consideration of the difficulty of accurately adjusting the
face contour and the efficiency of the algorithm, we use two

Fig. 2. (a) Uncorrected detection result, (b) Human facial
structure, (c) Modified result.

adjustable face models shown in Fig.3(a) and (b) to balance
the efficiency and effectiveness of our method. The two mod-
els represent the sharp face and round face respectively, which
can approximately represent most people’s facial form. The
numbers of vertices and surfaces in each model are denoted
as N and M respectively. To select the most suitable model
for each of the input images, a simple and effective method is
presented. We calculate the slope of the straight line which is
fitted by the feature points of the first category on one side of
the face contour, as shown in Fig.1(a). If the slope k satisfy
|k| < t, the former model is selected. Otherwise we select the
latter model. t is a threshold which is set as 3.5.

After selecting the model, three steps are taken to adjust
the model. First, we normalize the face model to the same
scale as the input image. Then we align the vertices of the
model with the pixels of the input image in local regions re-
spectively. Finally, some local shape optimizations are taken
to make the model consistent with the input image. Here we
define a N × M matrix A as the coordinates matrix of the
model, each row of which represents the three-dimensional
coordinates of each vertices.

The normalization is scaling and translating the model to
fit the image. We used R feature points which have been de-
tected in the previous section. The distribution of them is
shown as Fig.3(c). The R corresponding vertices in the mod-
el then can be selected. Let P = (p1,p2, ..., pR)

T be the
matrix of the n feature points of the input image and V =
(v1, v2, ..., vR)

T be the matrix of the corresponding vertices
of the face model. pi = (xi, yi)

T and vi = (x′
i, y

′
i)

T repre-
sent the X-Y coordinates of the ith feature points in the input
image and the model respectively. To center the image as well
as the model, we subtract the average value of P and V from
each pi and vi

pi
′ = (xi −

1

n

n∑
k=1

xk, yi −
1

n

n∑
k=1

yk)
T , (1)

vi
′ = (xi

′ − 1

n

n∑
k=1

xk
′, yi

′ − 1

n

n∑
k=1

yk
′)T . (2)

Then we can get the scaling coefficient s and the offset coef-
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ficient t as

t = (
1

n

n∑
k=1

xk − 1

n

n∑
k=1

xk
′,
1

n

n∑
k=1

yk − 1

n

n∑
k=1

yk
′, 0)T , (3)

s =

n∑
i=1

∥pi
′∥2

n∑
i=1

∥vi
′∥2

, (4)

where ∥ · ∥2 denotes L2 norm. Let T = (t, t..., t)T be a
matrix whose size is the same as A, the coordinates of the
model then can be modified as A′ = s · (A + T). Now the
model is holistically aligned with the input image.

The previous works are focus on the holistically adjust-
ment. To obtain more elaborate reconstruction result, local
adjustments are taken. We classify N vertices of the model
into 5 groups including left eye, right eye, nose, mouth and
transition points. The operation of local alignment is taken
independently for each group. For simplicity, we take the ad-
justment of mouth region as an example. First, we get the co-
ordinate of the center of mouth in the input image and denote
it as mc = (xc, yc)

T . The corresponding vertex in the model
is m′

c = (x′
c, y

′
c)

T . We calculate the distance between mc and
m′

c: r = mc − m′
c. Then for each vertex mj = (xj , yj)

T

in the group of mouth, its new coordinate can be calculate as
m′

j = mj + r.
Though adjustments have been taken over global and local

regions respectively, there still exist some problems because
of the individual difference on face components such as the
width of nose or mouth. Especially, unsuitable width of the
nose in the model will give a greatly bad impact on the finally
reconstruction results, which is shown in Fig.3(d)(the high-
light regions is in the left corner of the figure). To solve this
problem, we perform some local shape optimizations on the
region of nose and mouth. Since the operations for both of
the mouth and nose regions are similar, we take the process
in nose region as an example. In previous sub-section, we
have detected several corner points in the nose region. Let
li = (lx,i, ly,i)

T , i = 1 or 2, be the coordinates of the feature
points on the nose wings. It represents the left wing when
i = 1 and right wing when i = 2. l′i = (l′x,i, l

′
y,i)

T are the
corresponding vertices in the model. We get

dw,i = l′i − li, i = 1, 2 (5)

dc,i = l′i − nc, i = 1, 2 (6)

where nc = (xt, yt)
T represents the tip of nose in the model,

dw,i represents the distance between the wing of nose in the
model and the input image, dc,i represents the distance be-
tween the tip of the nose and the wing of nose in the model.
Then, for each vertex nj = (xj , yj)

T in the group of nose, we

Fig. 3. (a) Feature points used for normalizing, (b) and (c)
Two face models, (d) Reconstructed result without local opti-
mization, (e) and (f) Result with local optimization from two
angles

can have

dj =
∥nj − nc∥2
∥dc,i∥2

· dw,i, (7)

where i=1 when xj − xt < 0, and otherwise, i=2. The new
coordinate of nj can be calculated as n′

j = nj − dj .
The adjusted model and the final reconstruction result are

shown in Fig.3(e) and (f) respectively.

2.3. Model processing on Z-axis direction

To make the reconstructed face more desirable, we further ad-
just the model on Z-axis direction. We present a method of in-
sertion on each surface of the model to obtain a more smooth
and dense model. For simplicity, we take the interpolation on
the kth surface as an example. Since the models we used are
both composed of triangular patches, the three vertices of the
surface can be denoted as vm = (xm, ym, zm)T , m = 1, 2,
3. Firstly, we project the surface onto X-Y plane and get a
triangle on the plane. Then we interpolate H points at regular
intervals inside the triangle. For each point v′h = (xh, yh), h
= 1, 2..., H, its Z-coordinate z′h can be calculated based on the
surface identified by vm.

To make the surface more smooth, we add a smoothing
component αh to z′h. The distance between v′h and the three
vertices vm can be calculated as qm=∥v′

h−vm∥2, m=1,2,3.
Let Dk be the area of the surface, the value of αh can be

calculated as

αh = β ·
√

Dk

Dmax
· qmin, (8)

where Dmax represents the area of the largest one of the M
surface and qmin represents the minimum of qm. β is a em-
pirical coefficient. The modified Z-coordinate of v′h can be
calculated as z′′h = z′h + αh.

After inserting points inside all the surfaces, we finally get
a dense and smooth model.

3. EXPERIMENTS

In this section, we provide experimental results which demon-
strate the effectiveness and efficiency of our method.
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3.1. Experimental settings

In Section 2.2, M = 536, N = 548. The test images in Fig.4(a)
were taken by the authors in laboratory with complex back-
ground and various illumination. The test images in Fig.4(b)
were collected from the Internet with various resolutions and
uncertain quality. Before reconstructing the 3D face, all test
images are resized to the same width of 400 pixels. In Section
2.2, we set R = 17. In Section 2.3, we set β = 15.

3.2. Results and discussions

Fig.4 presents the reconstruction results on several test im-
ages. The first column in Fig.4 are inputs images. The sec-
ond column shows the results which do not take local shape
optimizations presented in Section 2.2. The other columns
present the reconstructed 3D face from three different per-
spectives. The results shown in Fig.5 demonstrate that our
method can obtain good results whether the input images are
various resolution or the backgrounds are complex. From the
comparison between column 2 and column 3, we can find
that the shadow edges in the 3D face are consistent with the
ones in the 2D images after taking the local optimizations p-
resented in Section 2.2, which prove the effectiveness of our
method. In addition to the effectiveness, efficiency is also im-
portant. Since we only use two sparse model and the dense
model is obtained in the last step(Section 2.3), most of the cal-
culation processes are simple, which save lots of time. Most
learning-based methods cost nearly a hour to match a model
with the input from the training examples, e.g.[6]. We test
200 images on a laptop with 2GHz CPU and 4GB memory.
The average execution time is 1.5s for reconstructing a 3D
face from a single image. To sum up, our method is both
effectiveness and efficiency.

4. CONCLUSION

In this paper, we present a fast and robust algorithm for recon-
structing 3D face from a single frontal face image. We detect
several key points from the input image and then adjust a ad-
justable 3D face model based on these feature points in X-Y
plane and Z-plane respectively. Our algorithm need only a
single face image with either complex or simple background
as input and the entire process is executed in an automatic
manner. It takes only about 1.5 seconds for converting the 2D
face image into 3D face. Our approach has been validated ex-
perimentally and shows good performance on both robustness
and speed.

We attempt to develop a method which can adjust the
model outline to fit the face contour. In this case, only one
model is needed and the contour of the reconstructed 3D face
will be more close to that of face in the input image.

(a)

(b)

Fig. 4. (a) Reconstruction results of images taken by the au-
thors in laboratory (b) Reconstruction results of the images
downloaded from the Internet
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