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ABSTRACT 
 
Despite the rapid growth of 3D displays in the last few 
years, insufficient supply of 3D contents has led to 
considerable effort in devising 2D to 3D conversion 
algorithms. Inferring associated depth from single 2D image 
is still a controversial issue in these algorithms. In this paper 
we propose an algorithm, which unlike previous strategies, 
aggregates both global and local information from a pool of 
images with known depth maps. Hence, we propose to 
extract a set of features from the image patches of globally 
similar images in a large 3D image repository. These 
features describe powerful monocular depth perception 
cues. Using these relevant and robust features and using 
modified stacked generalization learning scheme, our 
scheme directly extracts an accurate depth map from given 
images. Experimental results demonstrate that our method 
has surpassed state-of-the-art algorithms in both quantitative 
and qualitative analysis.  
 

Index Terms— 2D to 3D conversion, Depth map, 
Monocular cues, Modified stacked generalization 

1. INTRODUCTION 

Today there is a rapid increase in production of 3D capable 
hardware such as TVs, gaming consoles and smart phones, 
but 3D contents cannot keep up with this pace, which results 
in a gap between 3D displays and 3D contents. To bridge 
this gap there is a need to convert available 2D contents to 
3D. The conversion process consists of two main stages: 
depth extraction from single monocular image and depth 
image based rendering (DIBR) to synthesize virtual view 
images [1]. Recently numerous researches have focused on 
the first stage, which is a more challenging problem, since 
one single image can be produced from numerous possible 
scenes [2]. Moreover depth estimation from a single image 
enables further applications including video surveillance, 
3D modeling [3], robotics and target tracking. 
Generally, there are two main methods for depth estimation 
from a single image: semi-automatic methods [4] that expect 
a human operator interaction and automatic methods in 

which no operator intervention is required. Some of 
monocular cues used in conventional automatic methods 
include focus/defocus [5], texture gradient [6], shading [7], 
atmospheric effects and geometric perspective [8]. Among 
the learning-based methods, Saxena in [9] proposed a 
supervised learning method using linear regression and a 
Markov Random Field. Later on, they improved their 
method by using max-margin parameter learning [10]. In 
[11], Lin et al. proposed an SVM based framework which 
uses the spatial and frequency descriptors. Konrad et al. in 
[1] implemented a global estimation of whole depth map of 
a single image using nearest neighbor search based on 
Histogram of Oriented Gradients (HOG) features. 
Furthermore depth of query image derived from the median 
of depth of retrieved images where applying median 
operator leads to a depth map with low accuracy. Another 
strategy for fusion of depth candidates was proposed in [12]; 
this study uses weighted combination of representative 
depth fields. Moreover in [13] weighted median statistics is 
applied after retrieving matching candidates. 

Karsch et al. devised a non-parametric depth transfer 
strategy where depth map was obtained by transferring the 
depth of a number of matching candidates followed by 
global optimization [14]. The main drawback of this method 
is that it is time consuming and its outputs are over smooth 
due to global optimization. By aggregating semantic labels, 
Liu et al. in [15] improved performance of depth estimation 
process. Requiring additional information such as semantic 
labels is the major disadvantage of this method. Eigen et al. 
trained a deep network to estimate the global structure of 
image [2]. While their results are more accurate, their 
relying on a large training set is a drawback of this method. 
In another research, authors propose a parameter transfer 
scheme which models the correlation between images and 
their depths using a set of parameters [16]. 

In this paper we present a simple but effective 
framework for automatically estimating an accurate depth 
map from a single 2D outdoor image. To this end, we 
propose a multiple level learning model to locally predict 
depth of image patches by exploiting a set of effective 
features. These features are highly correlated to distance in 
natural scenes. We only apply our algorithm on globally 
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similar images, rather than applying it to the whole dataset, 
and this improves the performance of our depth estimation. 

In the rest of this paper Section 2 describes the proposed 
method. The experimental results are presented in Section 3, 
followed by the conclusion in Section 4.  

 
2. PROPOSED METHOD 

 
Our single image depth estimation has four main steps (i) 
given a database of RGBD images and an input image, we 
retrieve similar candidate images in terms of photometric 
properties from the database; (ii) a set of spatial domain 
features are extracted locally from image patches; (iii) depth 
estimation module predicts the depth map of the image by a 
mapping process from feature domain to depth domain; and 
(iv) predicted depth is then refined by using an edge-aware 
median filter. This results in the final inferred depth map. 

2.1. Similar image retrieval 

In the first stage of our scheme, a number of images with 
similar scenes are selected to be sent into the rest of 
algorithm. This pruning strategy helps to reduce or even 
remove the potential outlier data to be used in the learning 
phase. This is all based on the assumption that, images with 
analogous photometric appearance are expected to have 
similar depth structures.  

In order to find these matching candidates, GIST 
features are used, which are high level features that 
represent global properties of a scene [17]. To obtain the 
matching score between two images, in terms of GIST 
features, the sum of squared differences (SSD) is defined as 
ܦܵܵ ൌ ܩ‖ െ  .‖ଶܩ
 

Denoting ܩ and ܩ as the GIST feature vectors for input 
image and ݅௧ candidate image in 3D repository, 
respectively. Now the candidate images which match the 
input in terms of global structure of the scene are available. 
Relying on only global information of input images and 
applying median operator across the associated depths, lead 
to inaccurate and spatially smooth depth map [1]. Instead, 
we try to employ local properties as well by dividing the 
input image into non overlapping 16×16 patches and 
extracting local features from each patch. 

2.2. Image feature extraction 

Perceiving depth of a single 2D image arises from a variety 
of monocular depth cues such as texture variations, 
blurriness, color/haze, etc [18]. Here we focus on a set of 
features which characterize these cues containing rich 
structural and statistical information from image patches. 

We exploit these reliable features to learn the 
relationship between the image patches and the 
corresponding depth values. Employing such robust features 
which contain useful and important depth information helps 
our depth estimation module accurately learn and predict 

depth patches. Hence, each patch with its vertical 
coordinate, as an effective depth related feature, enters this 
stage and the features introduced below are extracted. 
 
2.2.1. Texture 
Texture variations of 2D images can provide human visual 
system with a good depth perception cue. Usually, texture of 
objects may seem different at different distances from the 
viewer [18]. To represent texture, we employ a powerful 
feature descriptor, called local binary pattern (LBP) [19]. 
For this purpose, a 256 bin histogram of LBP is computed 
for each patch. Gray-value variance and entropy of patches 
are also used for analyzing texture cue [20]. 
 
2.2.2. Blurriness 
It is known that in a good quality photo, captured by an 
ideal camera, all points in the depth of field (DoF) are sharp 
and clear.  However, slightly blurry pixels do exist due to 
possible depth variations in the image. This small defocus 
blurriness, named as just noticeable blur (JNB), 
proportionally changes with distance [21]. Hence, this 
feature can provide information about object’s depth even in 
images which do not have a narrow DoF. To represent 
blurriness, average value of just noticeable blur map, is 
computed in each patch. 
 
2.2.3. Color and lightness 
Color information can be employed by human visual system 
to infer depth.  This is especially true in outdoor images, 
which contain limited range of colors and each color 
represents a different entity [22]. For example the sky, with 
farthest distance, is usually blue or white. We use HSV 
color space which allows measurement of perceptual color 
characteristics. We use the average value of each color 
component (H, S and V). We also use 5-bin histogram and 
3-bin histogram of H and S component respectively as color 
descriptors [23]. 

Potetz et al. in [24] indicate that light coming from 
farther distance is commonly absorbed by atmosphere. 
Therefore, it can be inferred that in outdoor images distance 
is correlated to brightness. By transforming color image to 
CIELAB color space, the average of luminance of each 
patch is used to represent its brightness. 

By itself, any of the mentioned monocular cues have a 
little to do with depth perception, but applying them in 
various networks and combining network’s output with each 
other, make them a set of powerful cues. 

2.3. Depth estimation 

Artificial neural networks are computational models 
inspired by biological human neural networks used for 
nonlinear approximation. In order to improve the 
performance of prediction, we use modified stacked 
generalization  learning method [25]. This  model  combines 
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prediction of multiple different estimators to achieve higher 
predictive accuracy. As can be seen in Fig.1, in the first 
level (level-0) of our stacked generalization scheme three 
neural networks are used. In order to have diverse networks, 
each of them is trained and tested on a set of features which 
describe one of the mentioned cues. The output of each 
network is the predicted depth of each patch. Outputs of 
level-0 generalizer are combined with the original input data 
and used as the inputs of the level-1 generalizer. 
Experimental results indicate that stacked generalization 
model improves generalization accuracy as compared to 
conventional single level learning schemes. 
 
2.4. Depth refinement 
 
Predicted depth map obtained up to this point, has local 
inconsistencies with query image due to the block based 
nature of framework. To preserve the global properties of 
the estimated depth and also to consider the edges of the 
input color image, a weighted median filter is applied [26]. 
Weighted median filter is a type of edge preserving 
smoothing filter that performs smoothing via ܮଵ norm 
minimization. Using the ability of this filter to capture 
strong edges from the input image, accuracy and quality of 
the filtered depth map are improved significantly.  

3. EXMERIMENTAL RESULTS 

Our proposed method has been tested on the Make3D range 
image dataset [27]. This is a challenging dataset for outdoor 
images, due to the variety of environment that is included. 
Make3D dataset consists of 534 images at 2272×1704 
resolution and their associated depth maps captured by a 
laser scanner with a 55 × 305 resolution. For the sake of fair 
comparison with other algorithms and for computational 
efficiency, color images and ground-truth depths have been 
resized to a 345×460 resolution. We train our algorithm over 
400 training images and depth estimation has been done for 

the 134 test images in this dataset. Each of single neural 
networks, in depth estimation stage, is a three layer pattern 
recognition network. The number of hidden layer neurons of 
the networks is empirically set to 40 and 30. Resilient back 
propagation is also used as training function in networks of 
each layer. In order to evaluate our proposed method 
quantitatively, we use two types of commonly used metrics 
to measure different aspects of the depth results. Three 
common metrics are reported to illustrate error between 
ground truth depth ܦ∗ and estimated depth ܦ, defined as 
follow: 
 

Relative error (Rel) = ଵ
ே
∑ |ೣି	ೣ∗|

ೣ
∗௫  

 

Root Mean Square Error (RMSE) = ටଵ

ே
∑ ሺܦ௫ െ	ܦ௫∗ሻଶ௫  

 

log10 error = ଵ
ே
∑ |logଵሺܦ௫ሻ െ	 logଵሺܦ௫∗ሻ	|௫  

 

In addition, in order to measure the overall similarity of ܦ∗ 
and	ܦ, we also use normalized cross-covariance between 
ground-truth depth and estimated depth defined as: 
 

ܥܥܰ ൌ
1

∗ߪߪܰ
ሺܦ௫ െ ∗௫ܦሻሺߤ െ ∗ሻߤ
௫

 

where ߪ∗ and ߪ are the standard deviation of ܦ∗ and ܦ 
respectively, while ߤ∗ and ߤ are the corresponding mean 
values and ܰ refers to the number of pixels in image. It is 
worth mentioning that our research, unlike other researches, 
uses these two types of metrics along with each other to 
evaluate the accuracy of estimated depth map. 

In Table 1, we compare our experimental results with 
those reported by different algorithms on this dataset. The 
results shown for [13] and [14] are obtained by running their 
source codes, while for other references we used the 
numbers reported in their papers. All of these algorithms 
were trained with 400 training images and tested on 134 
images using the Make3D dataset. The empty entries in the 
table suggest that such measures were not available in the  

 
Fig. 1. Block diagram of depth estimation stage 
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Table1. Quantitative comparison with competing algorithms 
 

Method 
Lower is better Higher is better 

RMSE log10 Rel 
NCC 

(Average) 
NCC 

(Median) 
[15] - 0.148 0.379 - - 
[10] 15.8 0.168 0.362 - - 
[14] 15.1 0.148 0.361 0.69 0.71 
[13] 15.94 0.161 0.376 0.66 0.68 
[12] 14 - - - - 
[16] 16.9 0.182 0.489 - - 
Ours 13.46 0.145 0.407 0.74 0.77 

mentioned reference and their source codes were not 
publicly available. Some algorithms, besides using the input 
image, use additional information for depth perception.  For 
instance Liu et al.’s semantic-based scheme [15] uses 
additional semantic labels in the conditional random field. 
However, our proposed method uses simple learning-based 
framework with no additional information. Still, we 
outperform many depth estimation algorithms in at least 
three of the four metrics. This superior achievement is 
mainly the result of the extraction of effective features. 
Correctly distributing these features into multiple neural 
networks enables the networks to accurately perform depth 
prediction. In order to evaluate the effect of each set of 
features, which are fed into a single network, we test it by 
removing one of the networks one at a time. It is observed 
that depth estimation errors increase by removing each 
network. Moreover the low error of applying multiple level 
model, instead of single network, confirms that adopting the 
mixture of features in separated networks in multiple level 
scheme, is beneficial for the depth estimation process.  

As mentioned in Section2, with a nearest neighbor 
search, a selection of similar images are retrieved from the 
whole training set and only these selected candidates are 
used for feature extraction and the rest of depth estimation 
scheme. Numerical results indicate that applying the training 
phase only on images which have similar structures, rather 
than applying it on the whole dataset, leads to 3.2% 
reduction of RMSE, 13.2% reduction of log10 and 20.7% 
reduction of rel. But this increases the running-time. In other 
words this is a good evidence to prove the advantage of 
using global properties prior to our block based scheme. The 
number of similar images is determined by trial and error 
and is set to 50 in this work. 
As further evaluation, in Fig. 2 we provide a qualitative 
comparison of our predicted depth maps with those 
recovered by different methods such as depth transfer [14] 
and Make3D [3] on some sample images of Make3D 
dataset. It can be seen in Fig.2 that, global optimization 
leads to over-smoothness of the predicted depth maps. It 
causes merging of the foreground into background. Thanks 
to our block-based method with appropriate block-size and 
also edge-aware median filter, better depth discontinuities 
are preserved and more detailed structures of the scene are 
recovered. 

 

    

    

    
ܥܥܰ 0.82=ܥܥܰ ൌ ܥܥܰ 0.82 ൌ ܥܥܰ 0.75 ൌ 0.84 

    
ܥܥܰ 0.76=ܥܥܰ 0.76=ܥܥܰ ൌ ܥܥܰ 0.79 ൌ 0.66 

    
ܥܥܰ ൌ ܥܥܰ 0.87 ൌ ܥܥܰ 0.88 ൌ ܥܥܰ 0.86 ൌ 0.86 

Fig. 2.Qualitative comparison with competing algorithms 

4. CONCLUSION 
 
We have devised a fully automatic method to estimate depth 
maps from single outdoor images. To this end we have 
introduced a set of local features which are highly correlated 
with depth. A multiple level learning method has been 
adopted that predicts depth of image patches by use of these 
reliable features. Finally, an edge aware filter is applied on 
the predicted depth map to diminish blockiness effect. 
Experiments prove that our block based framework, by 
using both global and local information of query image, 
gave better results than previous works. This is true both in 
terms of qualitative and quantitative accuracies.  
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