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ABSTRACT

The 3D position of the ball plays a crucial role in professional
sport analysis. In ball sports, tracking of ball’s precise posi-
tion accurately is highly required, whose performance is af-
fected by inaccurate 3D coordinates and occlusion problem.
In this paper, we propose anti-occlusion observation model
and automatic recovery by 3D ball detection based on multi-
view videos to track the ball in 3D space. The anti-occlusion
observation model evaluates each camera’s image and elim-
inates the influence of the cameras in which the ball is oc-
cluded. The automatic recovery method detects the ball’s 3D
position by homography relation of the multi-video and gen-
erates a new distribution to initiate the tracker when tracking
failure is detected. Experimental results based on the HDTV
video sequences, which were captured by four cameras lo-
cated at the corners of the court, show that the success rate of
the 3D ball tracking achieves 99.14%.

Index Terms— Sports analysis, multi-view ball tracking,
occlusion, automatic recovery

1. INTRODUCTION

3D Ball tracking is a crucial part of sports analysis since the
trajectory and movement of balls are key elements in analyz-
ing the behaviors of players and the performances of teams.
Because that the ball always moves in 3D space, the velocity,
direction and trajectory of a ball can only be described ac-
curately by 3D information. Therefore, the tracking rate and
the precision of the ball’s 3D position affect the reliability of
game analysis. Our research focuses on tracking ball’s 3D
position with high tracking success rate.

We targets two problems due to the unique environment of
games and the limitation of the shooting conditions, such as
volleyball games. To solve these problems, a lot of methods
have been proposed.

The first one is occlusion problem. As in volleyball
games, the ball is occluded by players frequently. Under such
situations, there is no tracking target in the image and it is
impossible to track it. To solve this problem, Scharcanski
[1] switches different sampling model and Guo [2] enlarges

the search region based on the algorithm of particle filter.
However, like most occlusion handling method [3] [4] [5],
their work cannot track the ball’s true position due to the lack
of multi-view information. Rezaee [6] uses the homography
relation of two-view videos to declare as well as cancel the
occlusion, but this work cannot obtain the targets’ 3D posi-
tion. Harguess [7] tracks objects by multi-view videos and
solves the occlusion problems by deleting the camera with
occlusion. This work has the limitation that it cannot deal
with occlusion occurs in several cameras.

The second problem is that the precise 3D coordinate of
a ball is difficult to obtain. Chen [8] has put forward an au-
tomated system to detect ball candidates and to fit a trajec-
tory from a single camera’s information. Lacking of multiple
space information, his approximate result is unreliable. With
multi-camera videos, Cheng [9] has proposed a 3D frame-
work of particle filter [10] with ball feature likelihood for 3D
ball tracking in volleyball analysis. This work can avoid the
error produced by 3D structure reconstruction [11], but once
the tracker loses the tracking targets, it is hardly to recover.

To cope with those problems in 3D ball tracking, this pa-
per puts forward two proposals by using multi-view videos.
The anti-occlusion observation model makes occlusion deci-
sion of each camera and switches the measurement model ac-
cording to the number of cameras with occlusion. The auto-
matic recovery by 3D ball detection detects tracking failures
and recovers tracking by both 2D image features and homog-
raphy relation of multiple cameras.

This paper is arranged as follows. Section 2 and section
3 cover the detail of the proposals and experiment results, re-
spectively. Section 4 is the conclusion.

2. PROPOSALS

We use synchronization videos captured from different per-
spectives. The multiple cameras not only can obtain 3D infor-
mation but also are capable of being checked and corrected by
each other. Our proposals are implemented on Cheng’s par-
ticle filter framework [9] for 3D ball tracking whose overall
structure is shown in Fig. 1. The state space in our formula-
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Fig. 1: Overall structure of 3D ball tracking implemented with pro-
posals

tion is the ball’s position in 3D space and the state at discrete
time t is defined as Xk =

[
xk, yk, zk

]
, k ∈ N. (xk, yk, zk) is

the center coordinate of the ball’s position. In prediction step,
time evolution of Xk is shown in equation (1)

Xk = f (Xk−1, vk) = Xk−1 + vk, k ∈ N (1)

The system noise vk follows the Gaussian probability distri-
bution.

Our first proposal is employed in likelihood estimation
step. The likelihood Li(Xk) of each particle (sampling) is in-
dicated as equation (2).

Li(Xk) = g
[
Li(Xk; I1

k), ..., Li(Xk; Im
k ), ..., Li(Xk; IM

k )
]

(2)

Where, M is the total number of the cameras and Ik ={
I1

k , I
2
k , ..., I

m
k , ..., I

M
k

}
is the observation space that is a col-

lection of image frames at discrete time k. The Li(Xk; Im
k ))

is the likelihood value of the ith particle estimated from the
mth camera’s frame at state Xk, which is calculated by color,
circle and moving likelihood model [9]. We define it as the
image likelihood of the mth camera. g(·) is a function to
combining elements from each camera.

The proposed anti-occlusion observation model switches
the definition of g(·) adaptively and the detail is introduced in
the following subsection.

Then, we propose the second proposal after state estima-
tion step, which estimates the state according to the posterior
distribution p(Xk |Ik).

p(Xk |Ik) ≈
I∑
i

wi
kδ(Xk − Xi

k) (3)

Where δ(·) is the Dirac delta function, wi
k is the normalized

importance weight of each particle. Here, the proposed au-
tomatic recovery method will replace the resampling step to
re-initialize the tracker when tracking failure is detected.

2.1. Anti-occlusion Observation Model

We estimate the occlusion in each image by a threshold of im-
age likelihood. For each particle, when the ball is occluded in

one frame, the corresponding image likelihood Li(Xk; Im
k ) is

low. The occlusion judgment of a camera is shown as equa-
tion (4).

Li(Xk; Im
k ) < tro (4)

Here tro is a threshold of Li(Xk; Im
k ). If the Li(Xk; Im

k ) of one
particle makes the equation (4) true, the probability of this
particle being projected on ball’s region is low and we assume
the ball is occluded in this camera.

Based on the number of cameras with occlusion, we
switch the measurement function g(·) mentioned in equation
(2).

g(·) =



M

√√√ M∏
m=1

Li,m(Xk; Im
k ) # = 0

M−#

√√√M−#∏
α=1

Li,α(Xk; Iαk ) 0 < # 6 M − 2

M−1

√√√M−1∏
β=1

Li,β(Xk; Iβk) # > M − 2

(5)

Where # is the number of cameras with occlusion and M is
the total number of cameras.

(1) When # = 0, each camera’s image likelihood owns
high probability to be a ball so all of them can be used to
calculate the likelihood of a particle.

(2) When 0 < # 6 M − 2, it can be known that the ball is
occluded in some cameras. To eliminate the influence of low
likelihoods caused by occlusion, we just combine the higher
image likelihoods by g(·). In this situation, although some
camera’s image likelihoods are low, there are still enough
high image likelihoods showing the 3D position of the ball.
So we can remove the low likelihood directly.

Here, the index α is the mark of the image likelihood
which are higher than threshold tro.

(3) When # > M − 2, it is hardly to judge the low likeli-
hood is caused by occlusion problem or not. So we rearrange
all the image likelihoods by their numeric value and reduce
the lowest one to measure the likelihood.

Here the index β is the camera number after rearrange-
ment and the smaller number represents the larger image like-
lihood.

2.2. Automatic Recovery by 3D Ball Detection

The proposed automatic recovery method re-initializes the
tracker automatically when tracking failed by three steps.

2.2.1. Tracking Failure Detection

We detect tracking failure after the state estimation in parti-
cle filter algorithm by the weight distribution, which can re-
flect the tracking situation of the tracker. If the tracker loses

1502



its target, the weight distribution of the particles wi
k will be

smooth without obvious peak. So that the maximum value of
the weight will be small. Thus, equation (6) is a necessary
condition of tracking failure detection at the discrete time k.

max(wi
k) < tr f ail (6)

Here tr f ail is the threshold of tracking failure. In this way, if in
state Xk the tracking failure is detected, we skip resampling
step and detect the ball in image space to obtain some ball
candidates.

2.2.2. Ball Candidate Detection

At first, we raster scan pixels in the video frames with a cer-
tain interval. For each scanning pixel, we assign it with a
value as equation (7).

pi =
∑

di, j<ρ

L j
di, j

ρ
(7)

Where the index i and j represents two pixels in the image.
pi is the assigned value for the ith pixel. L j is the ball feature
based likelihood value of the jth pixel calculated in a circle re-
gion. Radius ρ of this circle region is calculated by the phys-
ical position and size of the ball. di, j is the distance between
the two pixels.

By setting a likelihood threshold, the pixels with high pos-
sibility to be the ball’s position can be obtained. Then we clas-
sify these pixels into groups according to: (1) if the distance
between two pixels is smaller than the given distance thresh-
old, they are assumed belonging to same group; (2) if a pixel
belongs to more than one groups, these groups are assumed
as one group.

After grouping pixels, we fuse these pixel groups into ball
candidates by equation (8) and (9).

xg = η

Φ∑
φ=0

xi pi (8)

yg = η

Φ∑
φ=0

yi pi (9)

(xg, yg) is the coordinate of ball candidates fused from gth

group and the (xi, yi) is the coordinate of the ith pixel in gth

group. Φ is the number of pixels in the gth group and η is a
normalization factor of pi.

2.2.3. Recovery (Re-initialization)

To recover the tracker, a new 3D probability distribution P(X)
of particles is required for estimating the state Xi

k. We dis-
tribute P(X) not only based on the 2D ball candidates of the
multi-view images but also using the 3D homography relation
of every camera.

Camera 2	 Camera M	
Camera 1	

（1）	

（2）	

Ball Candidates in each frame	

（3）	

Fig. 2: The process of recovering the tracker with the detected ball
candidates consists 3 steps. (1) Each pair of ball candidates is recon-
structed to 3D space to obtain 3D ball candidates; (2) Elimination the
noise points by distance judgments; (3) New probability distribution
is generated to re-initialize the tracker.

In Fig. 2, we reconstruct all the combination of 2D coordi-
nates as step (1), a sequence of reconstructed 3D coordinates
xn

k , n = 1, 2, ...,N is obtained. Here N is the total number of
reconstructed 3D coordinates.

To eliminate the obvious noise, we evaluate each coordi-
nate by the following condition equations.

min(|xn
k − xn0

k |) > trdis1 (10)

|xk−1 − xn0
k | > trdis2 (11)

In equation (11), the xk−1 is the estimated tracking position of
the ball in discrete time k − 1 before tracking failed.The trdis1
and the trdis2 are two different threshold of distance. If the
coordinate n0 satisfies the two equations simultaneously, we
judge this n0 as noise point and delete it.

As the step (3) in Fig. 2, we arrange the particles for each
coordinate according to its weights after removing the noise.
So the Xk consists of a set of states

{
X1

k , ...,X
n
k , ...,X

N
k

}
which

are derived from the coordinates respectively. For each coor-
dinate,

Xn
k = Xn

k + σk (12)

σk is the system noise that follows the Gaussian distribution.
The particle number distributed to every coordinate PNn

is depending on its weight Wn
k .

PNn = I ·Wn
k (13)

I is the total amount of particles. The Wn
k of each coordinate

is calculated by equation (14). For coordinate n0,

Wn0
k = 1 −

1
λ

N∑
n=1

(xn
k − xn0

k )2 (14)

Here, λ is a coefficient to ensure

N∑
n=1

Wn
k = 1 (15)
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Table 1: Tracking success rate of anti-occlusion observation model comparing with conventional work.

Method Cheng’s [9] tracking framework proposed anti-occlusion observation model Combination of proposals
Sequence Successful HIT Success rate Successful HIT Success rate Successful HIT Success rate

set1 148 65.49% 203 89.82% 221 97.79%
set2 142 59.92% 208 91.63% 226 99.58%
set3 146 63.20% 221 95.67% 231 100%
total 436 62.82% 622 91.07% 688 99.14%

In addition, the distribution of Xk is obtained to re-
initialize the tracker. Sometimes, because of occlusion event
or other interference, there is no detection result. Under
this situation, this frame will be skipped and the automatic
recovery method will be executed in next frame.

3. EXPERIMENT AND DISCUSSIONS

3.1. Experimental Sequences and Evaluation Method

The experiment is based on videos recording the total 3 sets
of the final game of an official volleyball match which con-
tains several kinds of volleyball scenes (2014 Japan Inter High
school Games of Men’s Volleyball held in Tokyo Metropoli-
tan Gymnasium in Aug. 2014) by four cameras located at
corners of the court. The video’s resolution is 1920 × 1080,
the frame rate is 60 fps and cameras’ shutter speed is 1000
per second so there there is no motion blur in the videos.

To evaluate the performance of our proposals, we give a
definition of HIT that is a time period between two consec-
utive ball hittings. So in the game for experiment there are
totally 684 HIT s and in each set there are 226, 227 and 231
HIT s. We judge a HIT is successful if the ball can be tracked
continuously during it and the success rate is calculated as:

success rate =

∑
success f ul HIT∑

HIT
× 100% (16)

3.2. Experimental Result and Comparison

We use Cheng’s tracking framework [9] without occlusion
handling method and recovery method as the experimental
baseline. To test and present the contribution of each pro-
posal, we implement the anti-occlusion observation model
first and then combine it with automatic recovery method.

Table. 1 gives the comparison data. Our anti-occlusion
observation model increases the tracking success rate to
91.07% and automatic recovery method makes the success
rate reach over 99%. Fig. 3 shows some ball trajectory plotted
by the tracked 3D position of the ball.

3.3. Analysis and Discussions

The experimental results shows that the proposed two meth-
ods achieve significant improvement in tracking success rate

Fig. 3: Example of plotted trajectory of tracking results

because of using multi-view information. The anti-occlusion
observation model devotes a lot to the success rate by elim-
inating the image likelihood of the cameras in which occlu-
sion problem occurs. The presented automatic recovery by
3D ball detection recovers the failed tracking. While improv-
ing the tracking rate so much, these methods have to pay some
compensate, such as the deleting of some cameras’ informa-
tion makes the estimated positions of the particles unstable.
On the whole, although there are still some points need to be
improved, the proposals own a high performance in 3D ball
tracking for sports analysis.

4. CONCLUSION

This paper presents anti-occlusion observation model and au-
tomatic recovery by 3D ball detection to achieve high track-
ing rate of ball’s 3D position tracking with multi-view videos.
The anti-occlusion observation model eliminates the interfer-
ence of the occlusion problem that occurs in some cameras. It
handles the occlusion problems by arranging 3D information
reasonably so that the multi-view videos are given full play.
The automatic recovery re-initialize the particle filter when
tracking failure occurs automatically by the ball’s 3D posi-
tion detection. Both the proposals have been implemented on
prepared test sequences. The success rate has been raised up
to 99.14% compared with conventional work.
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