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ABSTRACT

The recognition of text in natural scene images is a practical
yet challenging task due to the large variations in back-
grounds, textures, fonts, and illumination conditions. In
this paper, we propose a highly accurate character recog-
nition model by utilizing the representational power of a
specially designed Convolutional Neural Network (CNN).
Based on the recognition model, we also develop an efficient
post processing approach for error correction and hypothesis
re-verification. Character and word image recognition exper-
iments on two public datasets, namely the ICDAR 2003 Ro-
bust Reading dataset and the Street View Text (SVT) dataset
both show that the proposed approach provides superior or
comparable results to the state-of-the-art techniques.

Index Terms— Scene Text Recognition, Convolutional
Neural Network, Feature Learning, Character Classification

1. INTRODUCTION AND RELATED WORK

Text in natural scene images usually contains a lot of seman-
tic value such as product names, shop names and traffic signs.
Recognizing these texts is an important step for understand-
ing the images and it has attracted increasing attention from
the research community. Unlike the characters in printed doc-
uments, natural scene texts are more difficult to recognize due
to the large variations in backgrounds, textures, fonts, and il-
lumination conditions. Thus developing a robust text detec-
tion and recognition algorithm has become an interesting yet
challenging research topic.

An end-to-end text recognition system can be decom-
posed into two tasks: text localization and word recognition.
Text localization involves detecting the text locations from a
natural scene image. Word recognition consists of identifying
the characters and recognizing these characters as a word
from a cropped image patch. In this work, we focus on the
second task, which is essentially a classification problem.
Many algorithms have been proposed as solutions to this
problem. For example, Wang et. al.[1] extracted Histogram
of Oriented Gradients (HOG) features and used a random
ferns sliding window classifier to detect characters in an im-
age, and then grouped them using a pictorial structures model

with a fixed lexicon to recognize them. However, the perfor-
mance was unsatisfactory. Tian et. al. [2] proposed using the
Co-occurrence of Histogram of Oriented Gradients (CoHOG)
with linear SVM to recognize the characters. Improved as it
is, the discriminative power of the CoHOG feature is still
limited. Coates et. al. [3] and Wang et. al.[4] proposed us-
ing the unsupervised learned Convolutional Neural Network
(CNN) features to detect and recognize the texts. Thanks to
the high performance of CNN, many algorithms [5, 6, 7] with
different network structures have been proposed for character
recognition tasks, which greatly improve the accuracy. For
word recognition, an optimal solution for character segmen-
tation combined with the lexicon-driven language model is
derived by using beam search [5], or a bi-gram classification
model [7]. The disadvantage of these algorithms is that the
exhaustive search of character location for optimal recogni-
tion score and language model score makes the system quite
complex and inefficiency.

In this paper, we propose a CNN-based character recogni-
tion model and a hypothesis re-verification method for highly
efficient and accurate word recognition. The recognition
model is based on the CNN structure known as Network in
Network (NIN) [8], which was originally designed for natu-
ral image classification. Our model learns a softmax function
for each character class on top of the fully-connected layer
and NIN layer. On the basis of this model, sliding window
based character detection and Non-Maximum Suppression
(NMS) are employed to find a word candidate. To handle er-
rors in classifier output, we propose a re-verification method
to score the hypotheses derived from the words with top-k
smallest edit distances in a pre-defined lexicon. In summary,
our contributions are: 1) an accurate CNN model for natural
scene character recognition and 2) a robust and efficient word
inference approach based on hypothesis re-verification. In
the experiments, compared with the state-of-the-art, our ap-
proach show superior performance for character recognition
and comparable performance for word recognition on public
datasets.

The following of the paper is organized as: the proposed
approach is described in Section 2, The implementation and
experimental results are described in detail in Section 3. Con-
clusions and future direction are given in Section 4.
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2. PROPOSED ALGORITHM

2.1. CNN for Character Classification

The most important part of the text recognition system is the
character classifier, which greatly affect the performance. Let
C denote a character set that has 62 classes (26 upper case, 26
lower case letters and 10 digits). To classify an image patch x

into one of the possible character c, instead of using the raw
pixels directly, we consider a mapping function f : X 7! Rd,
which encodes x 2 X as a d-dimensional vectorial represen-
tation of f(x). Then a classifier � is trained to compute the
characters’ posterior probability distribution

p(c|x) = �(f(x)), (1)

and the character can be recognized by maximizing the pos-
terior probability,

ĉ = argmax p(c|x). (2)

Previously, hand-crafted features such as HOG [1, 2] were
used for f(·). More recently, the learned feature from deep
structure CNN has been widely used because of its high per-
formance in many image recognition tasks [9]. In this work
we also employ the CNN model for our character classifica-
tion.

The proposed network has 3 convolutional layers and 1
fully connected layer as shown in Fig. 1. The 32 ⇥ 32 gray
scale input image is firstly convolved with 92 kernels of size
5 ⇥ 5 ⇥ 1 with a stride of 1 pixel. The ReLU [10] normal-
ized output is fed into a 2-layer multilayer perception (MLP)
with neurons 160 and 96, and then is max-pooled with a 3⇥3

kernel. This structure is based on NIN [8] in which, instead
of conventional convolution operator, small multilayer per-
ception networks are used to map the input to the next con-
volutional layer. This structure has achieved state-of-the-art
classification results in many image recognition tasks such as
CIFAR-10 and inspired by this here we also adopt this struc-
ture to improve the character classification accuracy. After
that, dropout [11] with a rate of 0.5 is applied to reduce the
over-fitting. The second and third convolution layers have
similar structure except for the parameters as shown in Fig.
1. The fully connected layer has 128 neurons and the final
output is the 62-dim vector with each element represents the
confidence for each class. All the parameters of the model
are jointly optimized to minimize the classification loss over
a training set using Stochastic Gradient Descent (SGD) with
a linearly decreasing learning rate 0.01 and momentum 0.9.
The details of the training data and training results are shown
in Section 3.

2.2. Word Inference

Once the character classifier is trained, the next step is to rec-
ognize the cropped image as a whole word. Given a cropped

word image, we firstly resize it to a fixed height of 32 pixels
while keeping its aspect ratio. Then we evaluate the classifier
response for each 32⇥ 32 window in a sliding window man-
ner. Sliding window detection has been proven to be effective
and is widely used in many vision tasks such as pedestrian
detection and face recognition. From this step we can obtain
a 62 ⇥ T score matrix M, where T is the number of sliding
windows. The element M(i, t) indicates the confidence of t-
th window belonging to the i-th character in set C. To make
the score matrix case insensitive, we set the score for a char-
acter at the larger value between its upper and lower case. To
eliminate the repeated detections, we perform Non Maximum
Suppression (NMS) over the score matrix M as introduced
in [12, 4]. For each column of M, a response score R(t) is
computed as the difference between the best and second best
scores in that column.Then the NMS response score ˜

R(t) can
be calculated as:

˜

R(t) =

(
R(t) if R(t) = R(t

0
), 8t0 |t� t

0| < �

0 otherwise,
(3)

where � is a width parameter, for which we set as 5 pixels in
this work. The columns with response 0 are regarded as the
non-text. The most probable labeling of the word image is
derived as the characters with the maximum response score
according to ˜

R(t). The classifier raw output at this point is
usually error-prone due to the unsegmented characters and
should be further corrected using a language model or a lex-
icon. We use the edit distance as the metric for correction as
described in the next section.

2.3. Hypothesis Re-verification

The lexicon-driven recognition approach has been proved ef-
fective, for example, in [7] each lexicon word is considered to
be a hypothesis and its recognition score is evaluated. How-
ever, evaluating the CNN recognition score of each word in
the lexicon becomes very inefficient especially when the lex-
icon is large. Unlike the lexicon-driven score approach, we
use the sliding-window classifier output described in the pre-
vious step and correct the output to words with top-k (e.g.
top-3) smallest edit distances in the given lexicon. This pro-
cess does not involve evaluating the CNN score for each lex-
icon word and the corrections are usually a few best matches,
which will greatly reduce the number of hypothesis and im-
prove efficiency. Then we perform second round verification
operations on the reduced hypothesis list to obtain the final
recognition result.

Given the recognition score matrix M, the score for the
word hypothesis w = {c1, c2, ..., cL} can be derived as:

S(w,M) =

1

L

LX

i=1

s(ci, pi,M), (4)
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Fig. 1. Proposed CNN structure for character classification.

where s(ci, pi,M) is the recognition score for the i-th char-
acter ci, which is centered at position pi and L is the length of
the word. To compute pi for a word image, we assume each
character is equally distributed within the image width. In the
experiments it turns out that this assumption works well even
for the SVT dataset in which the word bounding boxes are
not tightly labeled. The word with the best score is recog-
nized as the final result. Despite its advantage in terms of ef-
ficiency, the proposed hypothesis re-verification method also
alleviate the negative influence of errors in CNN-based char-
acter recognition and NMS step.

3. EXPERIMENTAL RESULTS

In this section we present the experimental setting and recog-
nition results for our algorithm. We use the open source deep
learning framework Caffe [13] with GPU to train our CNN
character classifier. The training data are collected from sev-
eral datasets with character level bounding box annotations
including ICDAR 2003, 2005, 2013 training set, KAIST [14],
natural scene images from Chars74k [15] which give a total
of 107k training samples [7]. We resize each sample to the
size of 32⇥32 regardless its original aspect ratio and subtract
the mean pixel value.

3.1. Character Recognition Results

For the ICDAR 2003 test set there are 5430 characters (5379
for alphabets and numbers) and for the SVT dataset, only the
test set is annotated with a character level bounding box by
[16] and it contains 3796 samples. The experimental results
in Table 1 show the character classification performance of
different algorithms. We can see that the proposed algorithm
outperforms all existing methods both for case-sensitive and
case-insensitive classification. Note that the testing dataset in
[4, 6, 7] consists of only 5198 rather than 5379 characters be-

cause in [3] the characters are re-cropped with a proper win-
dow size that fits the classifier, and some of the out-of-box
characters were removed. This procedure corrects some of
the annotation errors of the original test set but also excludes
some difficult test cases, which makes the classification task
easier. To compare the results with different algorithms fairly
we evaluate these two cases separately and report both results.

3.2. Cropped Word Recognition Results

We also evaluate the proposed algorithm on word images
from the ICDAR 2003 and SVT-WORD datasets. Words
with less than two characters are ignored thus leaving 862
test images for the ICDAR 2003 test set and 647 for the SVT-
WORD. The recognizer is tested with a lexicon of different
size. The lexicon is formed by the ground truth word plus a
number of distractors. For the ICDAR 2003 dataset, the dis-
tractors are all words in ICDAR 2003 test set (ICDAR03-full)
or 50 randomly selected words (ICDAR03-50) [19] and for
SVT-WORD, there are 50 selected words [1].

Table 2 show the cropped word recognition results for
different algorithms. Our proposed method achieves 93.5%,
87.2% and 87.5% accuracy on the ICDAR03-50, ICDAR03-
full and SVT-WORD datasets respectively. In [5] additional
large-scale training data and many post-processing steps are
employed, which make the system very complex and in [7]
unary and bi-gram character classifiers are trained to improve
the accuracy, which is difficult to extend other languages
with a much larger character set than alphabets and dig-
its such as Chinese or Japanese. In contrast, thanks to the
high performance of the character classifier, the proposed
method achieves comparable or superior results to state-of-
the-art algorithms even without a complex language model
and post-processing, especially for the more difficult dataset
SVT-WORD. Fig. 2 (a) shows some challenging examples
that are correctly recognized by the proposed algorithm and
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Table 1. Character classification accuracy (%) on the ICDAR 2003 and SVT dataset (the numbers in brackets indicate the
number of test data)

Case sensitive Case insensitive
classifier classifier

Method ICDAR03 ICDAR03 SVT ICDAR03 ICDAR03 SVT
(5379) (5198) (3796) (5379) (5198) (3796)

ABBYY FineReader [17] 26.6 - 15.4 - - -
T. Wang et al. [4] - 83.9 - - - -

Co-HOG + SVM [2] 79.4 - 75.4 83.6 - 80.6
Alsharif et al. [6] - 86.0 - - 89.8 -

Conv Co-HOG [18] 81.0 - 75.0 85.3 - 81.1
Jaderberg et al. [7] - 86.8 - - 91.0 80.3

Proposed 83.0 89.5 75.4 90.1 93.1 84.4

Table 2. Cropped word recognition accuracy (%) on the ICDAR 2003 and SVT-WORD dataset.
Method ICDAR03-50 ICDAR03-full SVT-WORD

K. Wang et al. [19] 76.0 62.0 57
Mishar et al. [20] 81.8 67.8 73.2
T. Wang et al. [4] 90.0 84.0 70.0
Alsharif et al. [6] 93.1 88.6 74.3

Jaderberg et al. [7] 96.2 91.5 86.1
Proposed (w/o re-verification) 89.2 78.2 85.3

Proposed 93.5 87.2 87.5

Fig. 2 (b) show some failures. We can see that the proposed
algorithm is capable of recognizing many difficult cases with
noisy low resolution and complex background images and
some failures are even difficult for humans to read.

4. CONCLUSION

In this paper, we propose a convolutional neural network
based method for the task of natural scene character and word
recognition. The features learned from the deep structure are
more robust to background variations of the natural scene
images. Base on the high performance character classifier
model, we can easily recognize the word image with a more
simple and efficient word inference approach. Experimental
results on different tasks and datasets show that the perfor-
mance of the proposed algorithm is superior or comparable to
the state-of-the-art both for character classification and word
recognition. In future work, we will continue to improve the
text recognition accuracy by incorporating with a high level
language model while maintaining its efficiency.
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