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ABSTRACT

Emotion recognition based on facial expressions plays an important
role in numerous applications, such as affective computing, behavior
prediction, human-computer interactions, psychological health ser-
vices, interpersonal relations, and social monitoring. In this work,
we describe and analyze an emotion recognition system based on
facial expressions robust to occlusions through Census Transform
Histogram (CENTRIST) features. Initially, occluded facial regions
are reconstructed by applying Robust Principal Component Analy-
sis (RPCA). CENTRIST features are extracted from the facial ex-
pression representation, as well as Local Binary Patterns (LBP), Lo-
cal Gradient Coding (LGC) and an extended Local Gradient Cod-
ing (LGC-HD). Then, the feature vector is reduced through Princi-
pal Component Analysis (PCA) and Linear Discriminant Analysis
(LDA). For facial expression recognition, K-nearest neighbor (K-
NN) and Support Vector Machine (SVM) classifiers are applied and
tested. Experimental results on two public data sets demonstrated
that the CENTRIST representation achieved competitive accuracy
rates for occluded and non-occluded facial expressions compared to
other state-of-the-art approaches available in the literature.

Index Terms— emotion recognition, facial expression, occlu-
sion, fiducial landmarks, feature descriptors

1. INTRODUCTION

Although human emotion has been recently investigated in several
knowledge areas, interest in emotions has its roots in Charles Dar-
win’s pioneering studies [1]. He conjectured that emotional expres-
sion is universal, that is, independent on culture, race or gender.

Emotion can be defined as a subjective experience or physio-
logical reaction of human beings, which can be expressed through
several forms, such as body movement, voice intonation, facial ex-
pressions, and cardiac rhythm [2]. A facial expression is comprised
of one or more facial musculature movements, which is functionally
the same for newborns and adults. Facial expressions [3] are con-
sidered a universal and non-verbal communication mode that exhibit
emotions in all human beings, allowing emotional information to be
conveyed in a simple and natural way. There is strong evidence of
universal facial expressions for seven emotions [4]: anger, contempt,
disgust, fear, happiness, sadness and surprise.

A challenging and interesting task is to automatically classify
emotions through computer vision analysis [5, 6, 7, 8, 9, 10]. Over
the past few years, there has been increasing attention to the de-
velopment of robust devices that can help understand emotions and
moods of human beings [11, 12, 13, 2]. Furthermore, research has
been conducted to apply these devices in the development of tools
for video surveillance systems, airport security, behavioral research,
aggression detector for closed-circuit television, on-board emotion

detector for drivers, among other applications. Therefore, facial ex-
pression recognition is an important issue for affective computing
research [14].

Three main components are usually distinguished in automatic
facial expression recognition systems: facial detection, feature ex-
traction and representation of facial expression, and expression
recognition. It is important to mention that most of the available fa-
cial expression recognition systems are based on data sets that do not
reflect real and natural scenes. Furthermore, the majority of them do
not address occlusions caused by hats, beard, sunglasses or scarves.
Consequently, the omission of these factors during the training stage
might affect the accuracy of the facial expression recognition pro-
cess.

A novel and effective facial expression recognition methodol-
ogy robust to occlusions is proposed and analyzed in this work. The
method consists in five main stages. Initially, occluded facial regions
are reconstructed through the Dual Approach [15], which is based on
RPCA principles. Then, facial fiducial points are automatically de-
tected. A set of features is extracted from the facial expressions,
including the Census Transform Histogram. To reduce the dimen-
sionality of the extracted features, the resulting descriptor is trans-
formed to a lower dimensional space. Finally, the occluded facial
expressions are recognized.

Experiments are conducted on two public data sets. The re-
sults obtained with the proposed method were compared to other
approaches available in the literature. Our approach achieved high
recognition accuracy rates for occluded and non-occluded images
without demanding high computational resources.

The remainder of the paper is organized as follows. Section 2
briefly describes some important concepts related to the topic under
investigation. Section 3 presents the methodology proposed in this
work, describing the preprocessing, the facial expression reconstruc-
tion, the facial feature extraction, the feature reduction, as well as the
classification process. Section 4 describes and analyzes the experi-
mental results. Section 5 concludes the paper with final remarks and
directions for future work.

2. BACKGROUND

This section briefly describes some concepts related to the facial ex-
pression recognition problem addressed in our work.

Robust Principal Component Analysis (RPCA) [16] is a vari-
ant of the Principal Component Analysis (PCA) [17], which al-
lows to recover a low-rank matrix A from a corrupted data matrix
D = A+E, with gross but sparse errors E, through the solution of
the following convex optimization problem

min
A,E
‖A‖∗ + λ|E|1 such that D = A+ E (1)
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where ‖A‖∗ is the nuclear norm of a matrix A, |E|1 represents the
sum of the absolute values of E, and λ denotes a positive weighting
parameter. For the facial expression reconstruction task, our work
uses the Dual Approach [15] over the samples of the training set,
which solves the RPCA problem (Equation 1) via its dual

max
Y
〈D,Y 〉 such that J(Y ) ≤ 1 (2)

where

〈A,B〉 = tr(ATB) J(Y ) = max(‖Y ‖2, λ−1|Y |∞) (3)

such that ‖Y ‖2 implies the spectral norm of a matrix Y , and |Y |∞
is the maximum absolute value of the matrix entries [15, 18].

Local Binary Patterns (LBP) [19] operator is a robust texture de-
scriptor known by its discriminative power and computational sim-
plicity, allowing real-time image processing. It is invariant to mono-
tonic gray-scales transformations, e.g., caused by illumination vari-
ations. LBP encodes the difference between the central pixel value
and its n×n neighborhood pixels sequentially, considering the result
as a binary number.

CENsus TRansform hISTogram (CENTRIST) [20] is a visual de-
scriptor, initially proposed for topological place and scene category
recognition. This operator is based on Census Transform (CT), a
non-parametric local transform. It is characterized for being a holis-
tic representation, which captures the structural properties and has
high generalization for categorization, suppressing detailed textural
information. CENTRIST compares the central pixel intensity value
with its 8-neighborhood. If the central pixel intensity value is higher
than or equal to one of its neighbors, bit 1 is set in the correspond-
ing location, otherwise bit 0 is set. The obtained 8 bits can be put
together in any order, converting the resulting stream to a base-10
number, as the CT value of the current central pixel. Thus, CEN-
TRIST is a histogram vector with 256 bins that represents the ap-
pearance frequency of CT.

Local Gradient Coding (LGC) [21], unlike LBP, considers the
graylevel relationship between the central pixel and its neighbors.
This operator describes graylevel distribution. The LGC algorithm,
using a 3×3 neighborhood template as shown in Figure 1, is defined
as

LGC = s(g1 − g3)27 + s(g4 − g5)26 + s(g6 − g8)25

+ s(g1 − g6)24 + s(g2 − g7)23 + s(g3 − g8)22

+ s(g1 − g8)21 + s(g3 − g6)20, (4)

where

s(x) =

{
1, if x > 0.

0, otherwise.

g1 g2 g3

g4 gc g5

g6 g7 g8
Fig. 1: A 3×3 neighborhood template of LGC operator.

The LGC algorithm compares the vertical, horizontal and diag-
onal gradients of its 8-neighbors and converts the binary stream into
a base-10 number.

Local Gradient Coding of Horizontal and Diagonal gradient
priority (LGC-HD) [21] is an extension of the LGC operator. The
LGC-HD operator is capable of decreasing the feature space, re-

ducing the processing time and improving the recognition accuracy.
LGC-HD is defined as

LGC-HD = s(g1 − g3)24 + s(g4 − g5)23 + s(g6 − g8)22

+ s(g1 − g8)21 + s(g3 − g6)20. (5)

Principal Component Analysis (PCA) [17] is a common tech-
nique for dimensionality reduction, which searches for a smaller
set of new composite dimensions that represents a multidimensional
feature space with minimum loss of information. PCA models
the variance-covariance structure in a set of linearly uncorrelated
variables, called principal components, through linear combinations
from the original variables. A t-dimensional feature vector of N
samples of the training set is projected onto a f -dimensional feature
space, through PCA, resulting the new feature vector defined as

yi =WT
PCAxi i = 1, . . . , N (6)

where WT
PCA represents the linear transformations matrix, whose

columns represents the eigenvectors associated with the largest
eigenvalues of the scatter matrix ST , which is expressed as

ST =

N∑
i=1

(xi − µ)(xi − µ)T (7)

where µ is the mean of all the samples of the training set [22].
Linear Discriminant Analysis (LDA) [23] is a classification

method for producing models with high accuracy. LDA searches
for a linear combination of features that best separates two or more
classes, preserving as much of the discriminatory information of the
class as possible. Two measures are defined for all the samples of the
training set, one is the within-class scatter matrix SW and the other
is the between-class scatter matrix Sb

SW =

C∑
j=1

Nj∑
i=1

(yji − µj)(y
j
i − µj)

T (8)

Sb =

C∑
j=1

(µj − µ)(µj − µ)T (9)

where yji is the ith sample of class j, µj denotes the mean of class j,
µ represents the mean of all samples of all classes, C is the number
of classes, and Nj is the number of samples per class j [22].

It is known that the application of PCA followed by LDA can
achieve higher recognition accuracy [22] than using only the indi-
vidual approaches. The original t-dimensional space for the training
set samples is projected onto an intermediate f -dimensional space
using PCA. Then, the latter is projected onto a final g-dimensional
space using LDA.

3. METHODOLOGY

The proposed methodology for facial expression recognition under
occlusion presence is composed of five main stages: preprocessing,
facial expression reconstruction, facial feature extraction, feature re-
duction and classification. These steps are illustrated in Figure 2 and
described as follows.

Initially, a preprocessing step is applied to the images in order
to provide aligned faces, uniform size and shape, and randomized
occluded facial regions. This preprocessing task consists in the fol-
lowing seven steps: (i) automatic fiducial point detection through
Chehra Face and Eyes Tracking Software [24]; (ii) extraction of eye
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Fig. 2: Diagram with the main steps of the facial expression recog-
nition methodology.

coordinate features; (iii) image rotation to align the eye coordinates;
(iv) image scaling proportionally to the minimum distance between
the eyes; (v) face region cropping using a proper bounding rectan-
gle; (vi) conversion of the color images to grayscale; (vii) addition of
randomized black rectangles to simulate facial occlusion, including
left eye, right eye, two eyes, bottom left side of the face, bottom right
side of the face or bottom side of the face, as illustrated in Figure 3.

Fig. 3: Cropped images with occluded facial regions from the JAFFE
data set.

Although PCA is widely used as a technique for reducing high-
dimensional feature subspaces, it does not work well with grossly
corrupted observations, e.g., occluded faces, variations of facial ex-
pressions, illumination conditions, image noise. On the other hand,
RPCA [15] performs in a more effective way with missing data and
outliers. RPCA is an extension of the classical PCA procedure and
it has been demonstrated to be more robust, among other applica-
tions, for the reconstruction of occluded facial expressions [25] and
to contribute in achieving better facial expression recognition accu-
racy [26]. As suggested in [27], RPCA approach is performed for
facial expression reconstruction using 150 iterations and a parame-
ter regularization λ = 1√

max (m,n)
[28], where m and n are the size

of matrix D.
After the facial expression reconstruction step, we projected all

samples of the testing set onto the space generated by RPCA, such
that all occluded facial regions set from the reconstructed faces, for
both training and testing sets, were filled. Then, we applied the
contrast-limited adaptive histogram equalization (CLAHE) over the
reconstructed facial regions to enhance the image contrast. This pro-

cess is illustrated in Figure 4.

(a) (b) (c) (d)
Fig. 4: (a) Cropped images without occlusions from the JAFFE data
set; (b) faces with occluded regions; (c) reconstructed faces; (d) fill-
ing the occluded facial regions from (c).

Four visual descriptor types were used in the facial expression
recognition: Local Binary Patterns (LBP), Census Transform His-
togram (CENTRIST), Local Gradient Coding (LGC) and an exten-
sion of the Local Gradient Coding based on the principle of the hor-
izontal and diagonal gradients (LGC-HD).

The LBP descriptor was applied over the entire image to extract
the LBP code from each pixel. After obtaining an LBP labeled im-
age and conducting several experiments, we divided the image into
63 (=7×9) regions, as shown in Figure 5. LBP histograms were
extracted from each generated region and concatenated all of them
into one feature vector of length 16128 (=256×63), which describes
local texture and global shape information of the image.

(a) (b) (c)
Fig. 5: (a) Cropped image from the JAFFE data set; (b) LBP image
from (a); (c) LBP image is divided into 63 regions.

The images were also divided into 63 regions to extract the
CENTRIST features from each region. The resulting vectors are
concatenated, forming a vector of 16128 (=256×63). CENTRIST
is able to capture local structures of the image. Figure 6 shows a
sample of a census transformed facial expression image.

(a) (b)
Fig. 6: (a) Cropped image from CK+ database; (b) census trans-
formed image from (a).

In a similar way to LBP feature extraction, LGC and LGC-HD
were applied separately over the entire image. Figure 7 shows the
obtained images after applying these operators. The images were
then divided into 63 regions to extract their histograms. Hence, the
resulting feature vectors have also 16128 (=256×63) dimensions.

(a) (b) (c)
Fig. 7: (a) Cropped image from CK+ database; (b) LGC image from
(a); (c) LGC-HD image from (a).
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Two techniques for feature reduction, PCA and LDA, were used
sequentially, that is, each approach was applied individually for each
feature vector. SVM and KNN classifiers were used to compare the
recognition accuracy rates.

4. EXPERIMENTAL RESULTS

Our method has been tested on the Cohn-Kanade (CK+) [29] data set
and the Japanese Female Facial Expression (JAFFE) [30] data set.
The CK data set is available in two versions. We used the second
one (CK+) that contains 593 sequential images of posed and non-
posed expressions from 123 subjects, categorized into one of seven
facial expressions: anger, contempt, disgust, fear, happy, sadness
and surprise. The CK+ data set also includes some metadata, such
as 68 facial landmarks [29]. The JAFFE data set is a collection of
213 images from 10 Japanese female models who perform seven
facial expressions: anger, disgust, fear, happiness, neutral, sadness
and surprise [30].

For each data set, we randomly select 80% of samples of each
class for the training set and the remaining 20% for the testing set.
Then, 50% of the training set samples of each class were occluded
and a similar procedure was applied to the testing set. We set 20
different randomized collections of occluded and non-occluded data
to perform experiments for both data sets.

From these image collections, we conducted experiments
using LBP, CENTRIST, LGC and LGC-HD operators through
four methods: PCA+K-NN, PCA+LDA+K-NN, PCA+SVM and
PCA+LDA+SVM. The results are shown in Tables 1 and 2, whose
values represent the average facial expression recognition accuracy
rate from the performed experiments. It is relevant to clarify that
RPCA is always applied independently of the feature reduction and
classification methods applied.

Table 1: Average accuracy rates (%) for non-occluded facial images
from CK+ and JAFFE data sets.

Method LBP CENTRIST LGC LGC-HD

C
K

+

PCA + K-NN 43.74 55.82 37.70 36.81
PCA + LDA + K-NN 92.62 93.66 83.44 87.17
PCA + SVM 77.17 81.27 71.80 69.78
PCA + LDA + SVM 92.84 94.10 83.89 85.82

JA
FF

E PCA + K-NN 64.41 87.50 66.91 73.10
PCA + LDA + K-NN 93.00 91.60 83.10 88.34
PCA + SVM 84.18 83.40 85.84 86.31
PCA + LDA + SVM 92.50 92.00 82.03 87.51

Table 2: Average accuracy rates (%) for occluded facial images from
CK+ and JAFFE data sets.

Method LBP CENTRIST LGC LGC-HD

C
K

+

PCA + K-NN 42.06 54.04 36.35 33.81
PCA + LDA + K-NN 88.06 90.30 78.06 80.18
PCA + SVM 75.01 78.51 67.97 66.65
PCA + LDA + SVM 88.44 90.01 78.51 79.33

JA
FF

E PCA + K-NN 45.84 87.50 66.91 74.06
PCA + LDA + K-NN 83.10 91.60 83.10 88.57
PCA + SVM 70.60 83.40 85.84 88.67
PCA + LDA + SVM 81.44 92.00 82.03 87.47

From our experiments, we can observe that the CENTRIST op-
erator allows to achieve more than 90% of accuracy rate for non-
occluded image collections, even for occluded ones. Results from

CK+ data set showed that the CENTRIST operator is always supe-
rior to the other feature extraction methods. From the JAFFE data
set results, we can see that the LBP operator is slightly superior to
CENTRIST operator for non-occluded images, whereas far better
than the others. However, the CENTRIST operator is much better
among the other texture operators for occluded images.

Furthermore, despite lower accuracy rates achieved by LGC and
LGC-HD operators, we can notice that LGC-HD provides better re-
sults than using LGC operator. From the experiments conducted over
occluded and non-occluded collections, we can see that following
PCA+LDA method always provides higher accuracy rates than only
applying PCA.

There are only few similar works available in the literature that
consider random partial facial occlusions, especially on both train-
ing and testing stages. Then, we compared our approach against
other state-of-the-art methods. Table 3 summarizes the best results
reached by our approach, including the other methods available in
the literature, on both data sets. It is possible to see that the pro-
posed approach (CENTRIST+PCA+LDA+SVM), unlike other vi-
sual descriptors, achieves the best results for CK+ and JAFFE data
sets under occlusion presence. Table 3 is sorted in descending order
by occluded recognition accuracy rate.

Table 3: Comparison of average accuracy rates (%) for non-
occluded (non-oc) and occluded facial expression images (oc) on
CK+ and JAFFE data sets.

Approach Strategy non-oc oc

C
K

+

Proposed method CENTRIST+PCA+LDA+SVM 94.10 90.01
Proposed method LBP+PCA+LDA+SVM 92.62 88.44
Ramı́rez et al. [27] Gabor+PCA+LDA+SVM 94.03 85.68
Liu et al. [31] Maximum Likelihood Estimation

Sparse Representation
94.29 85.24

JA
FF

E

Proposed method CENTRIST+PCA+LDA+SVM 92.00 92.00
Liu et al. [31] Maximum Likelihood Estimation

Sparse Representation
93.42 86.73

Proposed method LBP+PCA+LDA+KNN 93.00 83.10
Ramı́rez et al. [27] Gabor+PCA+LDA+SVM 95.12 82.86
Zhang et al. [32] Gabor template and SVM 81.20 48.80

5. CONCLUSIONS AND FUTURE WORK

In this work, we introduced the CENTRIST operator as a potential
visual descriptor for emotion recognition. CENTRIST has proven
to be robust to occluded and non-occluded facial expressions. Some
advantage of this operator include its simple implementation, good
performance and high computational speed. Furthermore, experi-
mental results have shown that the use of the PCA+LDA approach
increases the recognition rates significantly.

Despite the fact that the LGC and LGC-HD did not provide high
accuracy for facial expression recognition, it is important to remark
that LGC-HD is much superior than the LGC operator due to its
improvement in the classifier recognition accuracy and its computa-
tional speed.

As directions for future work, we intend to explore new feature
extraction methods, as well as improve the CENTRIST approach.
We also plan to conduct experiments by considering real facial oc-
clusions, e.g., sunglasses, scarves, facial hair, caps and beard, to be
sure that the proposed approach is robust in real scenes. In addition,
we pretend performing experiments for facial expression recogni-
tion in video scenes. Finally, we consider crucial the research on the
development of an automatic occlusion detector for emotion recog-
nition systems robust to occlusions.
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