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ABSTRACT

Previous works on actor identification mainly focused on stat-
ic features based on face identification and costume detection,
without considering the abundant dynamic information con-
tained in videos. In this paper, we propose a novel method
to mine representative actions of each actor, and show the re-
markable power of such actions for actor identification task.
Videos are firstly divided into shots and represented by BoW
based on spatial-temporal features. Then we integrate the pro-
totype theory with SVM to rank the shots and obtain the rep-
resentative actions. Our method for actor identification com-
bines representative actions with actors’ appearance. We val-
idate the method on episodes of the TV series “The Big Bang
Theory”. The experimental results show that the representa-
tive actions are consistent with human judgements and can
greatly improve the matching performance as complementary
to existing handcrafted static features for actor identification.

Index Terms— Learning Representative Actions, Actor
Identification, Dynamic Information

1. INTRODUCTION

Video data contain rich information about movements of sub-
jects and changes in the environment, which are highly im-
portant for many visual tasks, including action identification,
indexing, retrieval of scenes and analysis of movies. When
watching a specific movie, we can perceive various informa-
tion of an actor, such as face, costume, shape, body language,
speech rhythm, etc. Among them, we might be interested that
what makes this actor impressive, does he/she have some rep-
resentative actions? Thus the understanding of movie charac-
ters is a necessary and meaningful work.

Detecting and identifying actors is the key problem in
movie analysis. Most existing actor identification methods
mainly focused on static features, such as face identification
and costume detection [1, 2, 3, 4, 5], which achieves high ac-
curacy under ideal conditions. However, all these methods
may fail when the appearances of actors change greatly over
time [5]. In this paper, we try to mine some dynamic features
contained in movies for actor identification. It is natural for
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Fig. 1. What makes an actor impressive? These are some rep-
resentative actions of Sheldon chosen manually. From top to
bottom, the actions are playing cards, being shotted, shaking
head, talking sideward, and walking, respectively.

us to take actions into account, which vary significantly de-
pending on different actors and scenes. We try to answer two
main questions: (1) Can we extract representative actions of
each actor from a movie? (2) How can these actions help for
actor identification?

2. RELATED WORKS

Existing actor identification approaches mainly used person
specific static features, such as face detection. Everingham et
al. [1] detected facial feature points to build a frontal faces
descriptor, associate with scripts and subtitles to name and i-
dentify actors in TV videos. Building on the previous method,
Sivic et al. [2] extended the coverage by using profile views.
As their work significantly improved the accuracy of actor
identification, they suggested future work focus on other non-
facial cues, such as hair and clothing. Indeed, Ramanan et
al. [6] demonstrated that color histogram of body appear-
ance can be used as a strong cue to group detected faces into
tracks. They detected frontal faces, built a torso, face, and
hair model for each detection, and then tracked actors using
the body models. The experiment revealed that cues for non-
facial actor detector are available. Gandhi et al. [5] presented
a generative appearance model to detect and name actors in
movies, using maximally stable color regions (MSCR) [7].
By incorporating the costume of actors and representing the
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heads and shoulders of actors as a constellation of optional
color regions, their model was robust to changes in viewpoint
and pose. However, when the appearances of actors change
dramatically, the detection results are still unsatisfying. The
authors suggested that future model might take the temporal
coherence into account.

Our work in this paper also relates to some inspiring
researches on person re-identification [8, 9] and action i-
dentification [10, 11]. Jain et al. [8] firstly used mid-level
discriminative spatio-temporal patches to represent videos.
Zhao et al. [9] learned mid-level filters from video patch
clusters for person re-identification. Combined with existing
handcrafted low-level features, their method significantly im-
proved the performance of person re-identification. Laptev
[10] proposed a new interest point detector which can find
local image features in space-time characterized by a high
variation of the image values in space and non-constant
motion over time. The resulting points correspond to in-
teresting events in video data. Laptev [11] then used the
spatio-temporal interest points for action recognition in re-
alistic human actions. Their method for action classification
extends successful image recognition methods to the spatio-
temporal domain and achieves best up to date recognition
performance on a standard benchmark.

Motivated by previous works, we also try to utilize other
new level features for person identification. Our work be-
gins with the question “what makes an actor impressive in a
movie” and purpose on mining dynamic information for actor
identification, which is closely related to work in [5]. While
Grandhi suggested to design models coherent with temporal
changes, we try to obtain the temporal changes and get use
of them. We invited a group of students to take a test, giving
each of them video clips of TV series “The Big Bang The-
ory”. The participants in this test only needed to mark if a
video clip contains an actor’s representative actions or not.
After the test, we got each actor a group of specific actions,
which people believe can make the actor impressive and dis-
tinguishable from others. We name these actions an actor’s
representative actions. Some results are shown in Fig. 1.

Different from action identification in [12], our represen-
tative action mining method focuses on finding similar actions
in video clips and ranking them by representativeness. It is d-
ifficult to define and calculate an action’s representativeness.
To resolve this issue, we propose a representative action min-
ing method by integrated the prototype theory with the classic
support vector machine (SVM).
Prototype Theory The prototype theory [13, 14] in cogni-
tive science, states that categories tend to be defined in terms
of prototypes or prototypical instances that contain the at-
tributes most representative of items inside and least repre-
sentative of items outside a category. Sun et al. [15] intro-
duced prototype in their visual representativeness model and
got promising results. Extended from above work, our ap-
proach could obtain representative actions which are consis-

Fig. 2. The framework of the proposed method for mining
representative actions

tent with human judgements.

3. MINING REPRESENTATIVE ACTIONS

Given a movie or episodes of TV series, firstly we divide
them into video clips and select the ones that only contain a
specified actor. Then we represent these clips by BoW, and
use spatio-temporal interest points (STIP) [11] for spatio-
temporal feature extraction. Finally, we propose a novel
method, named prototype based representative action mining
(PbRAM), to mine representative actions for each actor. The
framework of the proposed method is shown in Fig. 2.

3.1. Video Preprocessing

In this paper, we choose TV series “The Big Bang Theory”
Season 5 and Season 7 for mining representative actions of
actors. In order to get the actions of each actor, videos are
automatically divided into clips by shot. Totally we get about
16800 clips from the TV series. For each actor, we need to
select the clips that contain them. The video clips are prepro-
cessed by the following steps.

Table 1. Numbers of actions (video clips) in our database

Actor Sheldon Leonard Penny Raj Howard
#Video 1936 1019 872 688 652

3.1.1. Video Filtering by Face Detection

As face detection on all video frames is time-consuming, we
extract key frames of each clip and detect faces in them to
filter irrelevant videos. Then for each actor, we can obtain a
number of video clips containing their own actions. Table. 1
shows the actions numbers (video clips) of each actor, where
#Video means number of actions. It is interesting to find that
these numbers somehow reveal the contribution of each actor
to this TV drama.

3.1.2. STIP based Video Representation

We detect spatio-temporal interest points (STIP) and com-
pute corresponding local spatio-temporal descriptors for all
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Fig. 3. Representative actions of actors mined by our method.
From first row to last row: talking to sideward, walking, say-
ing words “Bite me?” which is kind of provocation, playing
cards, looking around.

video clips to represent actions. Following the work of Laptev
[11], we detect the spatial-temporal extremum points from the
video frames, and then extract Histograms of Oriented Gradi-
ents (HOG) feature and Histograms of Optical Flow (HOF)
feature for the descriptors. Here we also filter the video clip-
s that have too few or too many changes in time, in which
the actors have too subtle or too complex action movements.
Using BoW, we turn descriptors of a same clip into a 1000
dimensional histogram.

3.2. Representative Action Mining Method

Given the BoW representations of an actor’s actions, our P-
bRAM method cluster them into centers using k-means with
Cosine distance as the clustering metric. These centers are set
as the initial prototypes of this actor’s actions. We then train
a SVM classifier for this actor, using the prototypes of this
actor as positive exemplars and the prototypes of other actors
as negative exemplars. The SVM classifier will mark the ac-
tions, which are the most or the least similar to the centers
of action prototypes, the maximum positive or the minimum
scores respectively among all action scores. Obviously, it is
consistent with the definition of prototype theory. Algorith-
m. 1 shows the representative action mining method integrat-
ed with the prototype theory and the classic SVM method. In
the experiment we set Na = 5, k = 5, Nr = 10, θ = 60%,
which means we need to mine the top 10 representative ac-
tions for the 5 actors in movie. The mined representative
actions of Sheldon are shown in Fig. 3. Compared with s-
tudents test result in Fig. 1, representative actions mined by
our method are consistent with human judgements on repre-
sentativeness. Sheldon is one of the main actors in “The Big
Bang Theory”, he always has some little nervous movements
no matter when he is talking or walking, and this point im-
presses us. For more details about the mined representative
actions, please check the supplementary materials.

Algorithm 1: Prototype based representative action mining
Input: Actor number Na, top Nr representative actions need to

mine, BoW representation of each actor’s actions
Hi = {histj}Ni

j=1, i = 1, ..., Na, number of clustering
centers k, threshold θ to split prototypes with other actions

Output: Representative actions index matrix R(Na, Nr)
1 for i = 1, ...Na do
2 Run k-means on Hi to obtain cluster centers Ci = {cj}kj=1;
3 end
4 Unite all the prototypes C = {Ci}Na

i=1;
5 for i = 1, ...Na do
6 Classifieri ← trainSVM(Ci, C − {Ci}, cosine);
7 scorei ← test all item in Hi with Classifieri;
8 Descending sort scorei;
9 N = max{j}, s.t. scorei(j) > 0;

10 if N > Ni ∗ θ then
11 R(i, Nr)← index of top Nr ranking actions of scorei;
12 break;
13 end
14 Ci ← corresponding top k score actions in Hi;
15 end
16 return R(Na, Nr);

4. ACTOR IDENTIFICATION WITH
REPRESENTATIVE ACTIONS

In this section, we introduce how to use the mined represen-
tative actions for actor identification. The appearance based
identification method of Sivic [2] is implemented as baseline.
We then utilize our resulting representative actions as comple-
mentary to the method. Given prototypes of an actor’s actions
or appearance, the similarity between test item x∗ and the un-
derlying prototype r is:

scorei(x
∗, r) = exp{−λD(x∗, r)}, (1)

where λ is a scaling constant to keep scorei(x∗, r) in a rea-
sonable interval. D(x∗, r) is the distance between the proto-
type and the test items. We use Euclidean distance for appear-
ance matching, and Cosine distance for representative action
matching.

According to Eq.(1) we get two scores, one is the appear-
ance identification result, and the other is the representative
action matching result. The final score of actor identification
is a weighted sum of these two scores:

score(x∗) = ω1 ∗ score1(x∗, r) + ω2 ∗ score2(x∗, r), (2)

where 0 6 ω1, ω2 6 1 and ω1 + ω2 = 1.

5. EXPERIMENTS

To evaluate the effectiveness of the proposed method, we con-
duct experiments on TV series “The Big Bang Theory”.

5.1. Dataset

To our knowledge, there is no public dataset available for min-
ing representative actions of actors. Due to this reason, for a
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Fig. 4. Actor identification examples of our method. The
first row shows examples of actors that can be identified by
face appearance or representative action matching. Each of
the second to the last row shows an example that an actor can
only be identified by representative action matching.

detailed evaluation of our method. We set up a dataset, named
BigBangActions, which is composed of video clips from TV
series “The Big Bang Theory”. Each video clip correspond-
ing to an action is manually labelled with the actor name and
consists of 30∼300 frames. There are many actors in TV se-
ries ” The Big Bang Theory ” in fact. A significant factor
we need consider is that an actor’s actions should be various
and abundant for mining representative actions, which leads
to only five main actors remained in the forthcoming BigBan-
gActions dateset. Each actor in the dataset has around 1000
selected actions.

5.2. Results

We ran our representative actions mining method on random-
ly selected 50% videos in the dataset, and identified actors
in the other 50% videos. Our method performs best when
ω1 : ω2 = 2 : 3, achieving an accuracy of 75.32%. The i-
dentification results on all five actors are presented in Fig. 5,
which are consistent on different actors.

Examples of the successful identification results are
shown in Fig. 4, which demonstrate our method performs
well even with severe temporal changes. In the first row of
Fig. 4, all the actors show their frontal faces and the shot is
relatively stable in temporal order. In the second row, Shel-
don is far away from camera, which causes face detection on
him fail. In the third row, Sheldon walks into Penny’s house
quickly and the camera even could not obtain his face. How-
ever, Sheldon’s actions in the above two video clips match his
representative actions, which help us to successfully identify
him. The fourth row and last row also show examples that
Penny’s faces are hard to been detected in the situation when
her appearances change greatly over time or in the presence
of occlusion. As Penny is straightforward and impatient, her
actions are usually finished in a wide range. It is fortunate
that actions in the last two rows of Fig. 4 are remarkable, and
could be easily matched to Penny’s representative actions.

Fig. 5. Confusion matrix of our proposed method on the five
actors for actor identification.

Video clips of Fig. 4 show specific information about how the
actor appearance changes, please check the supplementary
materials.

The performance comparison between our method and the
baseline based actors’ appearance [2] is shown in Table 2. As
we can see, our method greatly improves the average accuracy
of actor identification, which demonstrates that representative
action is promising and could greatly help for actor identifica-
tion as a complementary dynamic feature for static features.

Table 2. Performance comparison between the proposed
method and the baseline based on actors’ appearance [2].

Method Accuracy(%)
Sivic et al. [2] 59.78

Representative Actions 34.81
Combination 75.32

6. CONCLUSION

In this paper, we tried to discover dynamic features for ac-
tor identification from video data. To accomplish this work,
a new dataset, named BigBangActions, for mining represen-
tative actions of actors was constructed and will be released
soon. We introduced the concept of representative actions and
proposed a prototype based representative action mining (P-
bRAM) method to mine them from videos. The representative
actions mined by our method are consistent with human judg-
ments. Using the representative actions as complementary to
appearance detection, we improved the performance of actor
identification, especially in situations when the appearance of
an actor changes quickly. The experimental results demon-
strated the effectiveness of the proposed method. In the fu-
ture work, we would like to improve the mining method and
explore how we can make better use of representative actions
to acquire more comprehensive understandings of both static
and dynamic semantics in story videos. One of our ongoing
work aims at utilizing representative actions in specific person
retrieval [16] and personality analysis.
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