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ABSTRACT
This paper presents a method that separates the image com-
pletion process into structure and texture synthesis. A method
is first introduced for completing the respective depth map
through the use of a morphological diffusion-based operation,
ensuring that structure is propagated smoothly across the un-
wanted region. These estimated depth values are then used to
guide completion of the missing color image texture. A fast
exemplar based PatchMatch approach is adopted and an ex-
tension of the coherence-based objective function introduced
by Wexler et al. is used to complete the resulting texture in
both the color and depth images. Finally, we provide exper-
imental results to demonstrate the superiority of our method
against others in a variety of different scenes.

Index Terms— Image inpainting, image completion, tex-
ture analysis, restoration, optimization

1. INTRODUCTION

Image completion, also commonly known as image inpaint-
ing, is one of the most elementary yet most challenging tasks
in image processing and computer vision. It is the process
of restoring missing or damaged areas in digital images with
information from its surroundings in such a way that a visu-
ally plausible outcome is obtained. This task is used in many
applications such as repairing damaged photographs, removal
of unwanted objects/markings in photos, removing scratches
and stains from deteriorated images and etc [1]. While much
progress has been made in the past couple years, image com-
pletion still remains a challenging problem due to the higher
level information needed from the surrounding scene to fill in
the missing region. Inpainting algorithms can then be classi-
fied into two broad categories: diffusion-based inpainting and
exemplar-based inpainting. The differences are in how in-
formation is chosen and propagated throughout the unknown
region.
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Diffusion based inpainting techniques fill in missing re-
gions through the use of a diffusion process i.e. by smoothly
propagating colour information from the boundary in-towards
the interior of the missing region. This diffusion process can
be achieved by solving a high order, non-linear partial dif-
ferential equation (PDE) and propagating colour information
along isophotes [2, 3, 4]. Recently, Guo et al. [5] and Jawas
et al.[6] avoid the computation of the high order PDE and
perform this diffusion process through the use of a morpho-
logical erosion operation. In both cases, the filled-in colour
varies smoothly to keep the continuity of distinct image areas
and suffer in texture synthesis.

Exemplar based inpainting techniques fill in the miss-
ing regions by searching for an optimal exemplar pixel /patch
located within the source regions, for each unknown pixel
/patch in the target region. The problem can be further for-
mulated as a discrete Markov Random field (MRF) optimiza-
tion problem [7, 8, 9] or a patch searching global optimization
problem [10, 11, 12, 13]. A combination of [12] and [13] is
implemented as the content aware fill in Adobe Photoshop
(CS5) [14] which is arguably considered the current state-of-
the-art region filling algorithm in terms of visual quality and
convergence speed.

Examplar-based inpainting techniques, on their own, per-
form well for texture synthesis but fail in recovering desired
structure, since the optimal content can be found anywhere
within the image. In attempting to constrain this search space
using stereo depth maps, the recent work of He et al.[15] uses
the PatchMatch algorithm with a constrained search space to
only search within regions that are farther in depth than the
object being removed, as this is most likely the background.
This method performs well for simultaneous colour and depth
texture synthesis but fails in the recovery of linking similar
distinct areas across the hole.

To overcome this issue, our approach uses the RGBD
matching approach from [15] but improves upon the work
as follows: First, we use a morphological diffusion based
approach similar to [6] to estimate the missing depth infor-
mation in order to propagate distinct image areas across the
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Fig. 1. Notation Diagram for exemplar-based inpainting

hole. Then, we iteratively optimize the synthesized texture
using the diffused depth information as a constraint. Finally,
we do not explicitly copy pixels from the known to unknown
region during the colour/depth updating but adopt the weight-
ing proposed in [12].

2. METHOD OVERVIEW

Given a colour image I and its corresponding depth map D,
let Ω denote all missing pixels within I and D (target region)
and Ψ = Ωc be the known remaining pixels outside the miss-
ing region (source region) which are used to fill in the hole.
Further let ∂Ω denote the boundary between the known and
unknown regions. Using notation similar to [13] and [12], we
seek to minimize the following measure of image coherence
in both depth and colour images:

dtotal(Ψ,Ω) =
∑
p⊂Ω

min
q⊂Ψ

d(ψp, ψq), (1)

where Ω is the target/missing region, Ψ is the source/known
region, ψp is a square patch centered at p ∈ Ω, ψq is a ex-
emplar selection patch centered at q ∈ Ψ and d(ψp, ψq) is a
measure of the Euclidean distance between patch ψp and ψq .
By satisfying equation (1) we try to ensure that every patch
located within the missing region (ψp) is filled with a known
patch located within the known region (ψq), thus penalizing
any unwanted artifacts and ensuring image coherence. The
optimal exemplar we are searching for must satisfy

ψq = arg min
ψq⊂Ψ

d(ψp, ψq). (2)

Figure 1 shows a graphical representation of the notation
used for the filling algorithm.

2.1. Depth/Structure Completion

Unlike color images, which contain rich texture information,
a depth map generally contains smooth regions with strong
edges representing distinct object boundaries having defined
depth relative to a desired viewpoint. Prior to use however,
we first fill any occluded regions using a small hole diffusion

based method propagating nearby depth values. After this
pre-processing step, we use a method similar to [5] where,
for each patch ψp centered on p ∈ Ω, we iteratively erode and
restore all the pixels on the current boundary of Ω through
a structure/texture feature matching algorithm propagating
known pixels into the unknown region. The algorithm pro-
ceeds as follows: First, within a search scope ΨD = Ω ⊕ B,
where ⊕ denotes the morphological dilation operation, and
B is a 3x3 structuring element, each known patch ψq with
q ∈ ΨD is compared to ψp using the distance measurement

d(ψp, ψq) = ddepth, (3)

where ddepth is the Euclidean distance between ψp and
ψq in depth. It is important to note that only valid pixels
contained in Ψ are used in the computation of ddepth and we
normalize ddepth by dividing by number of valid pixels. For
each iteration, we repeat until each unknown pixel is flagged
as known. Assuming distinct image areas are spatially con-
tinuous and are only separated by the hole, this algorithm pro-
vides diffusion from nearby pixels around the hole to be dif-
fused into the hole propagating structure as shown in Figure
2 (d).

(a) Original Image (b) Pre-processed depth map

(c) Depth map with hole (d) Diffused Depth map

Fig. 2. Depth Inpainting Result

2.2. Texture and Colour Completion

We build directly on the PatchMatch-based approach of
Barnes et al. [13] using an iterative update strategy, itera-
tively alternate between matching each patch ψp to its best
match ψq for all p ∈ Ω and q ∈ Ψ and then updating its
colour. Our approach can be broken down into the following
stages:
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1. Optimization We define our objective function as:

d(ψp, ψq) = αdcolour + βddepth, (4)

where dcolour and ddepth are the sum of absolute differ-
ences between ψp and ψq in colour and depth respec-
tively, and α and β affect the contribution of dcolour
and ddepth respectively. In our experiments we use α
is 1.7 and β is 1.3 and we search for each ψq to satisfy
(2).

2. Initialization Different from [13] and [15], we use
the completed depth map to constrain our randomly
selected exemplars. Let qR be a randomly selected
exemplar located within a search region around Ω. Fur-
thermore, let dp be the completed depth information
corresponding to each p ∈ Ω, then for each p ∈ Ω we
select

p = {qR|qR ∈ Ψ ∩ qR ∈ dp}. (5)

Therefore, since our completed depth information con-
tains completed structure information, we provide an
educated guess corresponding to its desired texture by
searching in a constrained area located around the miss-
ing region. This is in order to avoid searching in other
objects that may have the same depth value.

3. Propagation For each overlapping patch Ψp ∈ Ω we
compute the offset to the nearest neighbour patch Ψq ∈
Ψ. Our goal is to find the optimal offset map or ap-
proximate nearest neighbour field, i.e. the ANNF, for
all p ∈ Ω ensuring (2) is satisfied. Let the coordinate of
p be (x, y) and the offset between p and its exemplar q
as v(x, y). We attempt to reduce D(v(x, y)), where D
is the distance function between two patches given in
(4). On odd iterations, we attempt to improve v(x, y)
using the known offsets of v(x− 1, y) and v(x, y − 1)
and taking the new value of v(x, y) to be

argmin
(x,y)

(D(v(x, y)),

D(v(x− 1, y)), D(v(x, y − 1))). (6)

Alternatively, on even iteration we search in the alter-
nate directions and attempt to improve v(x, y) using the
known offsets of v(x+ 1, y) and v(x, y+ 1) taking the
new value of v(x, y) to be

argmin
(x,y)

(D(v(x, y)),

D(v(x+ 1, y)), D(v(x, y + 1))). (7)

Using the completed depth map as a constraint, we con-
strain the offsets search to only consider values contain-
ing the same completed depth information.

4. Random Search After each iteration, we attempt to
improve v(x, y) by testing a sequence of candidate
offsets at an exponentially decreasing distance from
v(x, y). To avoid falling in suboptimal local minima,
we only restrict the search range on the last iteration to
ensure proper convergence.

2.2.1. Colour and Depth Updating

Let c be the colour and depth value of a target pixel p ∈ Ω.
After running several iterations of PatchMatch, we update the
colour and depth value of pixel p using a weighted blending
of values of the sources patches ψq matched to each target
patch ψp that overlaps pixel p. The colour of pixel p is then
given by

c =

∑
wici∑
wi

, (8)

where ci is the colour/depth value of pixel p given by a
source patch ψiq and wi is a per-pixel weighting. We use the
same distance transform weighting function as in [12], de-
fined as

wi = γ−dist(p,T ), (9)

As proposed by Wexler et al. [12] we use γ = 1.3 and
dist(p, T ) is the spatial distance from p to the boundary of
the target region T .

3. RESULTS

Fig. 3 compares our method to the work published in [15]
and [14]. As expected, the results produced from [15] and
[14] draw textural content that is inappropriate for the desired
structural completion (i.e. the wooden block in Fig. 3 middle
and the pole in Fig. 3 left are not linked across the hole). Our
results converge in 5 iterations for both colour and depth, do
not suffer for these errors as the initially completed depth in-
formation is used to constrain the textural completion process,
allowing similar regions to be linked across the hole with the
desired texture. Additional Results can be found at http://
www.rnet.ryerson.ca/˜mciotta/ICASSP2016/

4. CONCLUSION

We have presented a method for image completion by diffu-
sion based depth inpainting followed by exemplar-based tex-
ture synthesis. In contrast to other depth guided single im-
age completion methods, our approach considers the structure
propagation in allowing similar regions separated by the hole
to be linked in the resulting depth map. Using the estimated
completed depth, we then complete the colour image by con-
straining to the resulting depth values. For future work, we
plan an implementing a self-adapting distance function given
in (4) where constants α and β change according to the image.
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(a) Image with hole (red)

(b) He et al. [15] Results

(c) Content Aware Fill [14] Results

(d) Our Results

(e) Our Depth Results

Fig. 3. Colour and Depth Inpainting Result
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shop 2011, (2011), pp. 1–8.

1203


