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ABSTRACT

In this study, we investigate the robustness of existing visual
tracking algorithms with quality-degraded video. A video
database including the reference video sequences and their
distorted versions is created as the benchmark for robustness
analysis of visual tracking algorithms. Ten existing visual
tracking algorithms are used to conduct the experiments for
robustness analysis based on the benchmark. Our initial in-
vestigation demonstrates that all the existing visual tracking
algorithms cannot obtain the robust visual tracking results for
quality-degraded video sequences. The experimental results
in this study show that there is still much room for the design
of robust visual tracking algorithms.

Index Terms— Robustness analysis, visual tracking,
quality-degraded video, quality assessment.

1. INTRODUCTION

Visual tracking is a hot topic in the research areas of computer
vision and multimedia processing. It can be widely used in
various multimedia applications such as visual surveillance,
robot navigation, medical image, human-computer interac-
tion, etc. Given the initial state of a target in the first frame
of one video sequence, visual tracking aims to accurately es-
timate the target states in the following frames of the video
sequence. In the past decades, there have been various visual
tracking algorithms proposed for object tracking in video se-
quences with a wide variety of conditions in tracking circum-
stances such as severe occlusion, complicated background,
fast motion, etc. [11, 12].

Previously, there are also various video databases built as
the benchmarks for performance evaluation of visual tracking
algorithms [11, 12]. These databases mainly include video
sequences with various tracking challenges such as occlu-
sion, complicated background, fast motion, etc. However,
the quality degradation in video sequences is rarely consid-
ered in these existing studies. In real systems, there might be
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different types of distortions involved in the video sequences
during video acquisition, compression, processing, etc. For
example, the contrast distortion and noises might be gener-
ated when video sequences are captured with different light.
Due to the limited bandwidth resources, video sequences have
to be compressed during transmission, which might cause
compression distortion. Thus, the visual quality of video se-
quences would be degraded due to different circumstances in
real multimedia systems. With quality degraded video se-
quences, the targets might be not tracked as accurately as
those in good-quality video sequences. Therefore, the in-
fluence of quality-degraded video on visual tracking should
be investigated for the design of robust visual tracking algo-
rithms.

In the past decades, the quality/performance evaluation
methods has been widely studied for various multimedia ap-
plications [1, 2, 3, 4]. Early signal fidelity metrics such as
SNR (singal-to-noise rate), PSNR (peak SNR), MAE (mean
absolute error), MSE (mean square error), etc. are designed to
predict the signal quality by comparing the distorted content
with the reference one. These metrics can not obtain promis-
ing performance in visual quality assessment, since they do
not take the visual content into account during quality pre-
diction [1, 2]. To better predict the quality of visual signals,
there are many perceptual metrics proposed recently, includ-
ing SSIM (structure similarity) [5], VIF (visual inforamtion
fidelity) [6], VSNR (visual signal-to-noise ratio) [7], IGM (in-
ternal generative mechanism) inspired metrics [8, 9], gradient
similarity metric [10], etc. However, these metrics are de-
signed for visual quality assessment of visual content. They
cannot be used for robustness analysis of visual tracking al-
gorithms.

In this study, we aim to carry out the initial in-depth
study on robustness analysis of visual tracking algorithms
with quality-degraded video. A video database, including
4 original video sequences and 192 distorted versions, is
constructed as the benchmark for performance evaluation of
visual tracking algorithms. Ten existing visual tracking algo-
rithms published recently are chosen to conduct the experi-
ments for robustness analysis. In this study, both the visual
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Fig. 1. The video frame samples. The images in the first col-
umn are the reference video frames; the images in the second
to the last column are the distorted versions. The distortion
types from the first row to the last row are distortions from
compression, contrast change, resolution, and white noise.

tracking accuracy and stability on video sequences with dif-
ferent levels of distortions are considered. The performance
of certain visual tracking algorithm with regarding tracking
accuracy and stability can be obtained for different types of
distortions. We also provide the in-depth analysis and discus-
sion on how different distortions and their distortion levels
influence the performance of visual tracking algorithms. With
the initial investigation in this study, we also try to provide
some possible research directions on visual tracking in the
future. To the best of our knowledge, this is the first study to
systematically investigate the performance evaluation of vi-
sual tracking algorithms with quality-degraded video and the
constructed video database is the first related video database
for robustness analysis of visual tracking.

2. THE BENCHMARK

The database is built based on four reference video sequences
from PROST [13], including the video sequences of board,
box, lemming, and liquor. These four video sequences are
widely used in performance evaluation of visual tracking
algorithms [11] [13]-[16]. The bound boxes of targets are
manually labeled as the ground truth for visual tracking. The
original resolution of these video sequences is 480 x 640.
These video sequences are captured by the fixed camera,
which guarantees relatively stable quality of the video frames.
In addition, the target size in each video sequences is con-

1121

stant. Thus, we can adjust the resolution of video sequences
to investigate the influence of the varied target sizes on visual
tracking performance. Some samples of the reference video
frames are given in the first column of Fig. 1.

With the limited resource of storage, video sequences
should be compressed after acquisition. Additionally, video
sequences have to be compressed for more efficiently trans-
mission. However, it would bring into compression distor-
tion. Thus, we include the compression distortion in the
constructed database. During video acquisition, the environ-
ment variety might cause the luminance differences of video
sequences, which would bring to the distortion of contrast
change. For example, when the video sequences are captured
in the night, rainy environment or other conditions, the video
sequences might suffer severe distortion of contrast change.
In this study, we take the contrast change as one distortion
in the constructed database. With various emerging devices,
the video sequences have to be displayed in display screens
with different sizes. In addition, the camera sensors might
also cause the video sequences with different sizes. With
different resolutions, the performance of visual tracking al-
gorithms might be influenced on video sequences. Thus, we
adjust the resolutions of video sequences as one factor in the
constructed database.

The noise is one type of common distortions in video se-
quences. It might be caused during video acquisition, pro-
cessing, and other procedures. In this study, we consider the
noise as one type of distortion in the constructed database.
The other factor we take into account in this study is the frame
rate. Generally, visual tracking algorithms try to track the tar-
get in the current frame depending on the target features of
the previous frames. With different frame rates, the depen-
dency of previous frames might be different for the tracking
accuracy of the current frame.

Totally, we take five different factors for video sequences
in the proposed database: compression distortion, contrast
change, resolution variety, white noise, and frame rate of
video sequences. With each type of distortions, we obtain
different video quality levels to evaluate the performance of
visual tracking algorithms.

By using five distortion types, we create 48 distortion ver-
sions for each reference video sequence. Thus, there are 48 x
4 4 4 = 196 video sequences including four reference video
sequences and 192 distorted versions totally in the database.
In the following, we will introduce the distorted video se-
quences in detail.

Compression Distortion: The compressed versions of
video sequences are generated by using different values of
constant rate factor (CRF) in H.264 codec. CRF is an im-
portant parameter in H.264 codec to encode video sequences
with different bit rates. With increasing CRF values, the qual-
ity of video sequences would be degraded. In this study, we
generated the compression version of each video sequence by
encoding it with 10 quality levels with the CRF in change of
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[5, 50]. Here, we use ffmpeg [17] to encode the video se-
quences. We provide the compression ratio of each distorted
video sequence in the first subfigure of Fig. 2. Besides, the
peak signal noise ratio (PSNR) of each distorted sequence is
computed and shown in the second subfigure of Fig. 2.

Contrast Change: Similarly, we generate the distorted
versions for each video sequence with 10 levels of contrast
change. For these 10 levels, there are five low and five high
brightness levels for contrast change. The mean intensity and
PSNR values of each brightness level are given in the third
and fourth subfigures of Fig. 2, respectively.

Resolution: The resolution variation can be generated to
meet the low bandwidth limitation in H.264 codec. Here, we
create 9 distorted versions for each video sequences with low
resolutions by using the codec of ffmpeg [17]. The resolu-
tion is reduced from the original size(the reference video se-
quences) to one tenth of the original size (the distorted ver-
sions).

White Noise: In this study, the additive white noise is
generated by a zero-mean Gaussian noise. There are 10 levels
of Gaussian noise used to create the distorted versions of each
video sequence, where the Gaussian kernel o varies in the
range of [0.6!, 0.62, ..., 0.6'°]. Correspondingly, the PSNR
value changes from around 12 dB to around 48 dB, as shown
in the last subfigure in Fig. 2. The PSNR values are highly
dependent on o and they are similar for different reference
video sequences.

Frame Rate: We also create the distorted versions of
each video sequence with different frame rates. Totally, there
are 9 levels for the varying frame rates of distorted video se-
quences. The frame rates vary from 30 FPS (frames per sec-
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ond) for the reference video sequences to 3 FPS for the dis-
torted video sequences.

3. ROBUSTNESS ANALYSIS

The accurate rate of target tracking on video sequences can
be used for performance evaluation of visual tracking algo-
rithms. Besides the accurate rate of target tracking, we also
consider the stability of target tracking with video quality
degradation for the robustness analysis for visual tracking al-
gorithms. Here, we provide the experimental results for the
robustness analysis of visual tracking algorithms from two as-
pects of accuracy rate and performance stability.

3.1. Accurate Rate Evaluation

We use the bounding box overlap to measure the accurate
rates of visual tracking algorithms, which is widely used in
performance evaluation of visual tracking algorithms [11, 15,
18]. Given the tracking bounding box B; and the ground truth
bounding box By, we calculate the overlap rate as follows.

_ Area(By N By)

~ Area(B:\ By) M

where () and | denote the intersection and union of these
two bound boxes; the function Area denotes the region area,
which is represented by the number of pixels in the region.

3.2. Robustness Analysis

Generally, the tracking accurate rate of visual tracking algo-
rithms would decrease with the quality degradation in video
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sequences. In this study, we use the degradation rate of accu-
racy to analyze the robustness of visual tracking algorithms.
Given a reference video sequence and a list of its distorted
versions from certain specific distortion type (such as com-
pression distortion, white noise, etc.), we can calculate the
accurate rates of any visual tracking algorithm on the refer-
ence video sequence A, and its distorted versions {A4; : i =
1,2, ..., Ni }, where Ny, denotes the number of distorted video
sequences from distortion type k. To evaluate the robustness
of visual tracking algorithms on the built database, we use
ten trackers to conduct the comparison experiments: ASAL
[15], SCM [16], Struck [18], CXT [19], CSK [20], LSK [21],
DFT [22], L1APGT [23], MTT [24], TLD [25]. We use these
trackers due to their better performance compared with other
existing algorithms, as shown in [11].

The overall comparison experiment results based on the
database are given in Fig. 3. We obtain the surprising re-
sults from the experiments. From the first subfigure, we can
see that the performance would not decrease obviously with
video quality degradation by compression distortion. When
the compression distortion becomes larger (CRF varies from
30 to 40), surprisingly, the performance of all the trackers in-
crease. From the second subfigure in Fig. 3, the performance
of most trackers do not increase or decrease monotonously
with the decreasing resolution. The similar experimental re-
sults are obtained when distortions of contrast change, white
noise and frame rate exist in video sequences, as showed in
Fig. 3.
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It is really surprising that the tracking performance does
not decrease with the video quality degradation. The rea-
son might be that the structure information of visual content
changes when there are distortions. As we know, most of
the visual tracking algorithms are sensitive to the visual con-
tent changes. Therefore, it is unpredicted for the visual track-
ing algorithms whether they could work when there is some
change of visual content. In addition, the performance of the
existing tracking algorithms are not good enough, as shown
in Fig. 3. We can see that the accurate rates of most algo-
rithms are below 0.5, which might be another reason for the
instability of existing visual tracking algorithms.

4. CONCLUSION

In this study, we provide the initial investigation for the ro-
bustness analysis of visual tracking algorithms. We created
the first database of video sequences for visual tracking, in-
cluding both reference and distorted video sequences. The
experimental results show that most of the existing tracking
algorithms cannot obtain robust performance for video se-
quences with quality degradation. The initial results demon-
strate that there is still much room to design robust visual
tracking algorithms. In the future, we will analyze the exper-
iment results in-depth and try to provide more insightful re-
sults in the robustness analysis of visual tracking algorithms.
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