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ABSTRACT

Optimal determination of a UAV using a vision-based sys-
tem to match images against a database is an important prob-
lem. It can be reformulated to the problem of using multi-
region scene registration to match areas of a noisy and dis-
torted image to a geo-referenced image. Under the assump-
tions that the mapping between sensed and geo-referenced
images preserves gradients of straight lines cross mapping
points on images and registration errors are all Gaussian dis-
tributed, we derive a two-stage weighted linear least square
algorithm which localises the UAV optimally. Performance
of the proposed algorithm is demonstrated via Monte Carlo
multiple runs along with those available in literature.

Index Terms— UAV localisation, image registration er-
ror, multi-region scene matching, vision based navigation,
weighted linear least square.

1. BACKGROUND

As an alternative to conventional GPS-based navigation sys-
tems, a vision-based system may be used to provide au-
tonomous navigation of a UAV [1, 2]. One approach to the
implementation of such a system involves the comparison of
an image from an onboard ground-viewing camera against
a database of images that have been geographically refer-
enced [3, 4]. For reasons of computational complexity and
to limit issues with distortion, registration of the aerial image
against the geo-referenced image is often best carried out by
using a multi-region/multi-block scene matching technique,
where specific geo-referenced landmarks are chosen to be the
reference locations [5, 6]. This approach is robust to tem-
poral variation of the scene because of moving objects, and
improves registration accuracy and efficiency [7, 8].

A deterministic multi-region image registration method
is proposed in [7] without discussion on registration error.
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Multi-regions were extracted from an aerial image by a land-
mark selection method detailed in [6]. Statistically trained
models for rivers, roads, sport fields and buildings are used to
identify landmark areas from the aerial image. By matching
the sub-regions with the reference image, the locations of a set
of noisy sub-region centers on geo-referenced image are ob-
tained and used together with prior knowledge on aerial image
for UAV positioning. A pair of sub-region centers is searched
over all matched sub-regions centers on the geo-referenced
image which are able to infer a third sub-region center via tri-
angulation with minimum offset to the observed one. Such a
pair of sub-region centers are then used to infer the location
of UAV on the geo-referenced image. This approach uses an-
gle information as well as the distances between sub-regions
in the localisation process.

In this work, we optimally find the UAV location on the
geo-referenced image based on a set of noisy sub-region cen-
ters obtained from multi-region scene matching outcomes by
taking account of registration error distributions. As shown
in Fig.1, a set of sub-region centers on the geo-referenced im-
age are obtained from multi-region scene matching and they
preserve angles between lines across all points of the sensed
image subject to a Gaussian noise. We assume that the trans-
formation between the pair of images on the same scene pre-
serves angles between lines across the set of sub-region cen-
ters. Furthermore, image registration error is modeled by a
zero mean Gaussian distribution that is associated with each
of the estimated sub-region centers on the geo-referenced im-
age. The latter assumption can be justified from previous
work in literature [9, 10, 11, 12].

In this paper, we formulate the underlying problem in a
weighted linear least square framework, and eventually derive
a two-stage estimator that uses information of angles between
lines on the sensed image and the set of noisy location mea-
surements to localise UAV on the geo-referenced image. In
the first stage, sub-region center locations are estimated by a
weighted linear least square estimation structure. These loca-
tions are then used as measurements to estimate the location
of UAV in second stage. The proposed estimator is optimal in
the sense that it uses all information available from the sensed
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Fig. 1. Transformation between sensed and geo-referenced
images that preserves angles between lines across sub-region
centers.

image evidenced by the fact that the error covariance is iden-
tical to the inverse of Fisher information matrix. In addition,
we also obtain the estimates of the set of sub-region centers
with reduced uncertainties.

2. PROBLEM FORMULATION

In this work, the transformation between pair of images on
the same scene is assumed to preserve angles between lines.
This means, as shown in Fig. 1, the slope of the line be-
tween (x1, y1) and (x, y), tan(β) = x1−x

y1−y , is a constant dur-
ing the mapping while translations, scalings and rotations are
allowed.

Statistical approach for the vision based UAV localisation
requires the characterization of image registration errors. The
performance of image registration can be affected by incon-
sistent color, object details and also the registration technique
used, etc. As aforementioned, many researchers have studied
the registration error analysis in various contexts and statisti-
cal models were proposed in [9, 10, 11, 12]. The basic results
from the existing work are as follows.

1. Registration error is proportional to the averaged inten-
sity differences between the pair of images.

2. Registration error is also inversely proportional to the
signal to noise ratio.

3. Under mild assumptions, the displacement error can be
modeled by a zero-mean Gaussian distribution.

In this paper, we assume that all sub-region registration
processes in multi-region scene matching are independent
with each other and displacement error of a sub-region is of
zero-mean Gaussian distribution.

Let m and f represent the sensed and geo-referenced im-
ages, respectively. The UAV localisation problem can be de-

scribed as follows.
What we know on the sensed image m are:

1. Um = {(xm1 , ym1 ), · · · , (xmr , ymr )} – a set of r noisy
free locations of sub-region centers;

2. and Xm = (xm, ym) – the center of UAV.
What we “observed” on the geo-referenced image f is a noisy
version of the set of r sub-region centers

Uf = {u1, · · · ,ur} = {(xf1 , y
f
1 ), · · · , (xfr , yfr )} (1)

which correspond to those sub-region centers in m. They
corrupt with zero-mean, independent and additive Gaussian
noisy with variances, say,

σ2
i =

[
σ2
i,x, 0
0 σ2

i,y

]
, i = 1, · · · , r (2)

For the transformation with invariant angles between lines,

xmi − xm

ymi − ym
= tanβm

i ≡ tanβf
i =

xfi − xf

yfi − yf
(3)

and this applies to all lines across the sub-region centers.
The objective of UAV localisation is to find the UAV co-

ordinate (xf , yf ) on the geo-referenced image f .

3. UAV LOCALISATION

3.1. Direct approach

This UAV localisation problem may be solved directly using
least square method as follows. Denoted by spi, i = 1, · · · , r
the slope of the line between (xmi , y

m
i ) and (xm, ym). We can

directly compute the slopes based on knowledge of the sub-
region locations on m:

spi =
xmi − xm

ymi − ym
, i = 1, · · · , r (4)

and these slopes are invariant after image transformation from
m to f .

In the absence of image registration error, the UAV loca-
tion (xf , yf ) on the geo-referenced image f can be written as
a function of each registered sub-region centers from (3) and
(4),

xfi − spiy
f
i = xf − spiyf , i = 1, · · · , r. (5)

Now we write (5) in the following vector form:

Z =

 z1

...
zr

 =

 1 −sp1

...
...

1 −spr

[ xf

yf

]
(6)

where
zi = xfi − spiy

f
i , i = 1, · · · , r.

We call the vector Z as the measurement about the unknown
UAV location on the geo-referenced image f . In the presence
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of image registration error, the measurement equation (6) be-
comes

Z =

 z1

...
zr

 =

 1 −sp1

...
...

1 −spr

[ xf

yf

]
+

 v1

...,
vr

 (7)

where
vi = ∆xfi − spi∆y

f
i .

Since both ∆xfi and ∆yfi are zero-mean Gaussian distributed
with variances σ2

i,x and σ2
i,y , we may write

vi ∼ N (0, σ2
i,f ) (8)

From definition, the variance σ2
i,f is derived as below.

σ2
i,f

∆
= E[(∆xfi − spi∆y

f
i )2] = σ2

i,x + sp2
iσ

2
i,y. (9)

Now, let Xf = [xf , yf ]T and we write (7) in compact
form as

Z = HXf + V (10)

where

H =

 1 −sp1

...
...

1 −spr

 , V =

 v1

...,
vr

 .
Eq. (10) demonstrates that the underlying UAV localisa-

tion problem is formulated as a linear parameter estimation
problem. It can be optimally solved by the linear least square
method, or equivalently, by the maximum likelihood estima-
tion method.

The estimation of Xf under LS criterion is to minimize
the quadratic error

J = [Z −HXf ]TR−1[Z −HXf ] (11)

where R is the stacked measurement errors of the form

R = diag
[
σ2

1,f , · · · , σ2
r,f

]
.

By setting the gradient of (11) with respect to Xf to zero,
we obtain the LS solution for the UAV location on the geo-
referenced image as

X̂f = [HTR−1H]−1HTR−1Z (12)

The associated covariance matrix Σ is given by

Σ = [HTR−1H]−1 (13)

Remarks:
• The estimator implemented via (12) and (13) is optimal

in the sense that it achieves Cramer Rao Lower Bound,
which can be shown identical to (13).

• It can be easily shown that the solution under maximum
likelihood criterion is identical to the LS solution as in
(12) and (13).

3.2. Complete approach

While the above approach provides optimal solution for
p(Xf |Z), we note that available information about Xf is
only partially explored in this problem. In fact, we may de-
rive a two-stage least square algorithm to improve localisation
performance. The idea and algorithm implementation are the
following:

1. We first estimate the set of sub-region centers on the
geo-referenced image f using all slopes of available
lines on sensed image m, i.e., we find p(ui|Zui

) based
on the slopes spui

j using least square method, where
spui

j are defined as

spui
j

∆
=
xmj − xmi
ymj − ymi

, i 6= j, i, j = 1, · · · , r. (14)

Similar to (10), Zui
can be formulated via (14). Thus,

p(ui|Zui
), distributions of the set of r sub-region cen-

ters are able to be estimated under least square criterion
through (12) and (13).

2. Each of the set of estimated sub-region centers ûi is
then combined with the original observation (x̂i, ŷi) to
obtain a new set of estimated sub-region centers Ûc.
Assume two independent measurements y1 and y2 on
a unknown constant parameter with covariances P1 and
P2 respectively. The fusion rule for combing the two is

P =
(
P−1

1 + P−1
2

)−1
(15)

y = P
(
P−1

1 y1 + P−1
2 y2

)
(16)

3. We then apply the direct approach described in 3.1 to
find p(Xf |Zc), where Zc is formulated and computed
using the newly estimated set of estimated sub-region
centers Ûc.

We call this two-stage least square estimator as a com-
plete approach because the measurement set {Z, Zc} take
all slopes of lines across sub-regions centers on sensed image
m into account in calculating Xf .

Note that the noise term vi in (7) is derived under the as-
sumption that the x and y components of registration error of
a sub-region are independent as demonstrated by (2). How-
ever, once the locations of the set of registered sub-region on
f are updated in the first stage LS, the two error components
are correlated. Now, we derive a method to incorporate cross
terms of registration error covariance into the measurement
variance similar to (9) in the second stage LS for finding Xf .

In the following derivation, we use the observation on the
ith sub-region center location (xfi , y

f
i ) as an example. As-

sume x̂fi and ŷfi are jointly Gaussian distributed random vari-
ables with covariance matrix Qi. The variance of weighted
sum of two correlated normal random variables can be calcu-
late as

Var(px̂fi + qŷfi ) = p2σ2
i,x + q2σ2

i,y + 2pqσ2
i,xy (17)
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where p and q are the weights of two correlated location er-
rors. The covariance matrix of the noise is

Qi =

[
σ2
i,x σ2

i,xy

σ2
i,yx σ2

i,y

]
(18)

Denoted by Γ, the weight matrix is given by

Γ =

[
p2 pq
qp q2

]
. (19)

(17) can then be written as

Var(px̂f + qŷf ) = Γ ◦Qi = tr(ΓQT
i ) (20)

where (A ◦ B)ij
∆
= Aij · Bij , A,B ∈ Rm×n denotes the

Hadamard product of matrices A and B [13]. The sum of
all elements in the Hadamard product is equal to the trace of
ABT .

(20) indicates that as long as the weights p and q are
known, we can calculate the variance of (9) for correlated reg-
istration error of jointly Gaussian distribution. For the under-
lying problem, the weights p and q are calculated as follows.

p =
xmi − xm√

(xmi − xm)2 + (ymi − ym)2
(21)

q =
sp2

i (ymi − ym)√
(xmi − xm)2 + (ymi − ym)2

(22)

4. SIMULATION RESULT AND DISCUSSIONS

The proposed algorithms were implemented in Matlab un-
der a localisation scenario shown in Fig. 2, which involves
5 sub-region centers (numbered as 1,2,3,4,5) over a scene of
500 × 500 pixels. The sub-region centers are measured by a
multi-region scene matching algorithm subject to a zero mean
Gaussian distributed (registration) error. The standard devia-
tions of registration errors are given in Table 1.
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Fig. 2. Simulation Scenario

1000 Monte Carlo runs were carried out for either the Di-
rect LS and complete LS algorithms and Root Mean Squared

Region Index (i) 1 2 3 4 5
σi(x) (pixels) 32.50 42.36 41.39 39.34 9.98
σi(y) (pixels) 30.09 30.97 29.93 13.75 41.08

Table 1. Standard deviation of registration errors for sub-
region centers.

Algorithm Direct LS Complete LS Deterministic
RMSE (pixels) 15.46 9.38 19.94

Table 2. RMSE comparison over 1000 runs.
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Fig. 3. Comparison of estimated UAV location spread over
500 runs.

Errors (RMSE) for the UAV localisation are compared in Ta-
ble 2 with those achieved by the deterministic algorithm [6].

To get a better idea of the error performance, we compared
the estimated UAV location over 500 runs for all algorithms
under consideration in Fig. 3.

According to the above simulations, in addition to the best
RMSE performance on UAV location estimation, the Com-
plete LS algorithm also provide sub-region center estimates
with reduced covariances.

5. CONCLUSIONS

In this paper, UAV localisation using measurements from a
vision based navigation system is considered. The measure-
ments can be thought as the outcomes of a linear mapping of
a set of points on an aerial image onto a geo-referenced im-
age with additive Gaussian noise. A two-stage weighted lin-
ear least square estimator is derived which uses the measure-
ments as well as knowledge of the aerial image to optimally
localise the UAV. The performance of the proposed algorithm
is illustrated in simulation. Finally, while the proposed al-
gorithm is efficiently formulated and behavior as expected, it
does not properly handle the rotational error in image regis-
tration. Approach which takes full consideration of the con-
formal mapping between the pair of images involve nonlinear
formulation will be addressed in a separate paper elsewhere.
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