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ABSTRACT

Based on the minimum mean squared error (MMSE) trace a@iteri
selection of the precoding matrix indicator (PMI) from thewah-
link codebook of the LTE system is considered in this papewe D

to the codebook of 16 member precoding matrices and up to 120,

sub-carriers in this MIMO-OFDM system, the PMI selectioreds
to compute matrix inversion of up to 19,200 matrices. Tosathis
required workload.D L decomposition is applied at the algorith-
mic level, and, pipeline matrix multiplication and backdaubsti-
tution modules are used at the architectural level. The Vifple-
mentation results of our architecture under the TSMC 90 nnOSM
technology reveals that our architecture requires 124 #iégjat op-
erating frequency 120 MHz. Thus, our designed architeatare
finish the 19,200 matrix inversions in about 1.60 ms and miets
requirement of 2 ms period of periodic channel state report.

Index Terms— multiple input multiple output (MIMO) system,
precoding matrix, LTE, PMI report

1. INTRODUCTION

Precoding is one of the practical and effective approacbeshie
multiple input multiple output orthogonal frequency dieis mul-
tiplexing (MIMO-OFDM) system to fight against fading chaime
[1,2]. The precoded MIMO-OFDM communication system presd
better error rate performance than the space-time codefatiak
division multiplexing MIMO-OFDM system [3, Chap. 13]. How-
ever, the major disadvantage of the precoded MIMO-OFDMesyst
is that it requires the channel state information (CSlyested at the
receiver side to be feedback to the transmitter side. Tayat#ithe
time-varying channel effect, the time difference betwdenttans-
mission of training pilots and the transmission of precodath has
to be short. One solution to achieve this goal is to reducatihaunt
of CSl information feedback to the transmitter side.

CSI of each sub-carrier based on the pilots sent by the trithesm
The receiver then determines the rank indicator (RI) andqufieg
matrix indicator (PMI) from the codebook. Only the indices aent
back to the transmitter side through the channel state tefbrce
the transmitter receives the indices, it finds the corredjpanpre-

oding matrix from the codebook and starts the transmissidhe
precoded data. One major difference here from that in IEEEAWL
is that the values of Rl and PMI are determined from the CSI2of 1
to 1200 sub-carriers [4].

Practical criteria for determining RI and PMI in LTE in-
clude [11-15] minimum mean square error (MMSE) geometric
mean, MMSE trace, maximum post processing SNR, post MMSE,
maximum channel capacity, and maximum mutual information.
Note that most of these criteria are related to the MMSE dietec
and rely on the computation of the error covariance matrixe T
computation tricks applied to one selection criterion dagréfore
be applied to another selection criterion. Among thesectietecri-
teria, the MMSE trace criterion leads to the best bit errte (BER)
performance and complexity trade-off [11, 13]. Additidgafor the
downlink of the LTE transmission, the report of both Rl andIR$1
requested aperiodically; the receiver needs to yield tperten 4
ms [7]. The PMI is reported periodically by the receiver wittriod
2 ms [4]. Thus, in this paper, we consider only the PMI setecti
based on the MMSE trace criterion.

Several fast algorithms or low-cost hardware architesthise
been reported on this PMI selection problem in LTE. The rkste
property of the precoding matrices based on the Househatder
trix was proposed to reduce the complexity of the selectigo-a
rithm [16-18]. Tree search algorithm to utilize the cortiela be-
tween the precoding matrices was reported [8]. Choleskypifaa-
tion, selected FFT, and nested cofactor expansion scheereassed
in [7] to reduce both the algorithm and hardware architectur

To our knowledge, no hardware architecture has been reporte
for the periodic PMI report over 1200 sub-carriers in the diimk

Two different ways have been adopted by the IEEE 802.11n/aff LTE. As mentioned earlier, MMSE trace is the criterion &&-

WLAN [3] and LTE [4-8] to reduce the amount of CSI informa-
tion. In IEEE WLAN, the precoding matrix associated with leac
sub-carrier is determined from the singular value decoiitipasof
the channel matrix [9]. Angles representing the precodiadyixof
each sub-carrier are quantized [10] and sent back to thertitter
side. This approach is referred to as the compressed baamfpr
weights feedback. The transmitter constructs each pregadatrix
based on the received quantized angles and starts the tsaimmof
the precoded data.

In LTE, a codebook of finite precoding matrices is known to

both the transmitter and receiver sides. The receiver agtsnthe
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termining the PMI. The main difficulty of implementing thigviP
selection is to compute the error covariance matrices obuf200
sub-carriers for each of the precoding matrix in the codkbda
totality, 19,200 matrix inversions have to be finished in 2 @mce
this problem is related to the MMSE detection, we will ugithe
tricks in [19, 20] to propose a hardware architecture to@ehihis
goal.

2. REPORT OF PRECODER MATRIX INDICATOR FOR
THE DOWNLINK TRANSMISSION

The LTE downlink transmission [4, 6] is an example of the poksx
MIMO-OFDM system illustrated in Fig. 1. At the network sideN-
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odeB), a stream of digitally modulated symbols is passedutt
a spatial stream parser to produbg streams of symbols. A pre-
coder with Ny x N, precoding matrixP;, for the k-th sub-carrier
transforms théV, spatial streams of data to produdg, N: > N,
spatial streams of data. The precoding maRix is a member of
the finite-sized downlink codeboadk. The resulting streams of data
are then inverse discrete Fourier transformed (DFT) toyredase-
band signals for transmission through tNetransmit antennas. As-
sume that the channel is slowly fading, indicating that ciedoes
not change over the duration that the precoded data are tyaims;
mitted. Also, assume that there awe, N, > N;, receive antennas
at the receiver side (terminal). At a particular time inst@@FDM
symbol), the received equivalent baseba¥id x 1 signal at sub-
carrierk can be expressed as

xi = Hiy Py sk + 2k, (1)
whereN,. x N; Hy, is the equivalent channel matrix at sub-carrier
k, Ns x 1 sy, is the transmitted vector at sub-carriegrand N,. x 1
2y, is the additive noise with covariance matsxI at sub-carriek.
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Fig. 1. A precoded MIMO-OFDM system with precoding weights
feedback.

Assume thatN, and Hj, Vk, are known at the receiver
side. The LMMSE detector [19] applies the filtering weight
GMMSE = HiPx (PkHHkHHkPk -|—O'2I)_1 to the receivedxy
and produces outpu{fysex With error covariance matrix equal

to (P{/H{ H, Py + aQI)_l. Note that this error depends on the
precoding matrixP,. To reduce this error, the receiver has to de-
termine aP;, from the downlink codebool#, i.e., P, € F, and
send its index back to the transmitter side. Furthermomzetiare
multiple sub-carriers used for transmission in the considd TE
MIMO-OFDM system. To feedback the index of PMI for each sub-
carrier may occupy large resource, especially when the purob
sub-carriers is large. Also, the channel matrices and agsdre-
coding matrices for sub-carriers located at neighboriegdencies
are approximately the same. Thus, in the LTE design, a saee pr
coding matrix is used for transmitting signal at multipl®starriers.
For this reason, a good precoding matrix is determined by

K 1
Wopt = arg VIanEn]:Z trace{ <W?HkHHkW1 + 0'21) } . @
T k=1

TheW,,i=1,---,16, denote all the 16 member precoding matri-
ces inthe codeboak. The tracé-} operation is to sum all the errors
associated alN; streams. The summation ovEr sub-carriers indi-
cates that the same precoding is applie&ktsub-carriers, wher&
may range from 12 to 1200. The criterion used in (2) for determ
ing the precoding matri¥V opt is referred to as the minimum MMSE
trace criterion [11]. To report the index & opt in F is called the
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report of PMI. In LTE, the terminal has to periodically rep&MI
for every 2 ms.

In summary, givenHy, k 1,---,K, and, W,, 1
1,---,16, our following algorithm and architecture will be de-
signed to output th&Vept or equivalent PMIin 2 ms.

3. PROPOSED ALGORITHM

Our fast algorithm to compute th&opt in (2) is related to our
fast algorithm [20] for determining the MMSE detector with i
terference cancellation. We therefore apply the compnaticks

in [20] to obtain the solution in (2). The complete steps of ald
gorithm are listed below. The inputs to the algorithm ineltd,
k=1,---,K, 0% andW;, i = 1,---,16. The algorithm gen-
eratesWopt as output, the index of which is to be feedback to the
transmitter.

1)
2)
3)
4

Repeat the following steps 2-9 foe 1 to 16.
Repeat the following steps 3-8 for=1to K.
ComputeH , W, through direct multiplications.

Compute the upper triangular partef ?HI H,; W; + ¢°1
through direct multiplications.

PerformLDL" decomposition oW HI H,, W, + %I to
obtainR; andD;, whereR,; andD; satisyW " HI H, W, +
o?I = RID;R..

Compute the inversed matricBs * andD; .

=

5

~

6

~

Compute the diagonal entries B, 'D; ' (R; ") through
direct multiplications.

= @~

Sum the diagonal entries in step 7 to prodygce.
Calculate the MMShy; = Zszl i,k associated withW.

Find the minimum ofj, - - - , m16, the index of which is de-
termined to be the PMI. The associaldd; is the determined
Wopt.

The tricks used by this algorithm include: (i) Only the eesrin
the upper triangular part W2 HZH, W, + ¢°I are computed,
because the matrix is conjugate symmetric; [iilp L decompo-
sition is applied to a conjugate symmetric matrix; (iii) Teempli-
cated matrix inversion is applied only to the triangular mxaR.;;
and, (iv) Only the diagonal entries ¢W 7 Hf H, W; + 021)71
are computed.

©
-

10)

4. PROPOSED ARCHITECTURE

Based on the algorithm given at the last paragraph of theedieg
section, we propose the VLSI architecture in Fig. 2 for cotimuu
the PMI to be feedback. This architecture is for receive ramds
N, = 4, transmit antenna®’; = 4, and spatial stream¥;, = 4.
This architecture includes mainly three blocks, the comphatrix
multiplication #1, the complex matrix multiplication #2hématrix
inversion. The last part of this architecture is a set of 1@alpel
accumulators to accumulate tthé errors revealed by step 9 of the
proposed algorithm.

The architecture of the complex matrix multiplication #bd#
in Fig. 2 is a systolic array [21] and is illustrated in Fig.Tis block
is for the computations in step 3 of our algorithm. Entriesahplex
channel matricebl;, andW; are serial inputs to this block. Because
of the parallel and pipeline structure of this systolic gridifferent
matrix pairs ofH; andW, can be inputs to this block. To compute
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the product of two complex numbers, a newly designed complex
multiplication with accumulation (CMULACC), illustrated Fig. 4,

is used as a processing element in the systolic array. Thiatfof Fig. 4. The complex multiplication and accumulation (CMULACC)

the CMULACC architecture includes 3 real multipliers andiers in Fig. 3.
to form a complex multiplier, whereas the right half incladsvo
accumulators to accumulate a complex number. After evetgekc ¢
cycles, the two registers in each CMULACC store a complexivem
for each entry oftI, W;. A total of 16 CMULACCs are used to CMULACC
compute the 16 entries &1, W, . ¢
— —
¢ l i i CMULACC CMULACC
—»
CMULACC CMULACC CMULACC CMULACC i ¢ i
' ! ! ' — —
CMULACC CMULACC CMULACC
—»
CMULACC CMULACC CMULACC CMULACC i ¢ i ¢
—»
i i i i CMULACC CMULACC CMULACC CMULACC
—»
CMULACC CMULACC CMULACC CMULACC
i i i i Fig. 5. The block of complex matrix multiplication #2 in Fig. 2.
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Fig. 3. The block of complex matrix multiplication #1 in Fig. 2.
—

A systolic array is used again for the complex matrix muiltig
tion #2 block in Fig. 2 and is illustrated in Fig. 5. This sygt@rray
is for computing the conjugate symmetric matt& HZ H, W, as
shown by step 4 of the algorithm. Because the symmetry ofdhre ¢
puted matrix, this triangular systolic array only incluadesdules of
CMULACSC:s at the left-bottom half of the processing elements The block of triangular matrix inversion in Fig. 6 is for theam

The block of matrix inversion in Fig. 2 is further illustraitén trix inversionR ™" and D! in step 6 of our algorithm. Because
Fig. 6. This architecture is for the computations in ste@d-our  this matrix inversion can also be expressed as a sequenalf b
algorithm. According to [20], thé&.DL* decomposition can be ex- ward substitutions [20], this block is exactly the same @&sahe in
pressed as a sequence of backward substitutions. We usithe b Fig. 7, except that the multiplexer at the very right-haiess re-
in [20, Fig. 3], which is now illustrated in Fig. 7, iteratiyehere for  moved. The block of trace in Fig. 6 is associated with thesstegpnd
LDLY decomposition. This block consists of three cascaded pro8 of our algorithm and is now illustrated in Fig. 8. It accumtel the
cessing elements (PEs). Each PE includes 3 real-valuedpiimitt  squares of the entries 8 ', the results of which are multiplied by
and 5 adders to perform a complex-valued multiplicationoBddi-  the entries oD . The resulting 4 outputs are summed to produce
tional real-valued multipliers in each PE are required ffforming 7 . Note thatR; * has 1's on its diagonal. The.(4)-th entry of
backward substitution. The two real-valued two-stagelpipd di- R, 'D;'(R;')" is equal to the4, 4)-th entry of D; . Compu-
viders on the right part of Fig. 7 are associated with thesitivis  tation of the §, 3)-th entry of R;'D;*(R; )" does not involve
by the entries oD;. This block requires 10 clock cycles to output accumulation. The block of Fig. 8 take advantage of thespepties

Triangular
Matrix
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Fig. 6. The block of matrix inversion in Fig. 2.

1008



Register
Register
Register

Fig. 7. The block of LDL decomposition in Fig. 6.

to reduce complexity.
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Fig. 8. The block of trace in Fig. 6.

4.1. Implementation Results

The architecture in Fig. 2 was described in Verilog HDL and-sy
thesized by the Synopsys Design Compiler, the results aftwaie
given in Table 1. The pipeline structure of our architecttar com-

pute the MMSE trace, traGEe(Wf{HkHHkW,i +0’21)71 , for

each values of andk in every 10 clock cycles. Thus, to compute [7]

the solution of (2) with the maximunk” = 1200, our architecture
requires 1200*16*10/120 MHz=1.60 ms, which is smaller thiza
2 ms period for periodic channel state report. For comparigtee

architecture of [7] can compute both PMI and RI of only 110-sub 8]

carriers in 3.3 ms. Note that such comparison may be unfaithto
architecture in [7], because the architecture is designeddmput-

ing both PMI and RI of 4-by-4 and 8-by-8 channel matrices. We

cannot find other related architecture beyond the one inNéjer-
theless, the use of systolic arrays and pipeline backwdstisution
block allows us to design a hardware to achieve the goal.

Table 1. Comparisons of hardware architectures.
Architecture [7] This work
Feedback mode || Aperiodic and periodi¢  periodic
Selection Criterior|| Mutual Information | MMSE trace
Matrix size 4x4,8x8 4 x4
Technology 90 nm 90 nm
Gate count 547.6K 124.6K
Frequency 125 MHz 120 MHz
Power 58 mW 14.78 mW
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5. CONCLUSIONS

A hardware architecture for computing the PMI to be feedbagck
the terminal to the eNodeB in the downlink of LTE has been pro-
posed. Because of the MMSE trace criterion, the difficultyhoé
design is to compute the metrics associated with 1200 charate-

ces and 16 precoding matrices in a short time of 2 ms. Ourtarzhi
ture to compute the 19,200 matrix inversions has been derated

to achieve this goal. Thus, our architecture can be usedefdogtic
channel report by the terminal of the LTE downlink transriaiss
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