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ABSTRACT

This paper presents a novel statistical error compensation
(SEC) technique - algorithmic error cancellation (AEC) -
for designing robust and energy-efficient signal processing
and machine learning kernels on scaled process technolo-
gies. AEC exhibits a perfect error compensation (PEC)
property, i.e., it is able to achieve a post-compensation error
rate equal to zero. AEC generates a maximum likelihood
(ML) estimate of the hardware error and employs it for error
cancellation. AEC is applied to a voltage overscaled 45-tap,
45nm CMOS finite impulse response (FIR) filter employed
in a EEG seizure detection system. AEC is shown to per-
fectly compensate for errors in the main FIR block and its
reduced precision replica when they make errors at a rate of
up to 73% and 98%, respectively. The AEC-based FIR is
compared with an uncompensated architecture, and a fast ar-
chitecture. AEC’s error compensation capability enables it to
achieve a 31.5% (at same supply voltage) and 19.7% (at same
energy) speed-up over the uncompensated architecture, and
a 8.9% speed-up over a fast architecture at the same energy
consumption. At fclk = 452.3 MHz, AEC results in a 27.7%
and 12.4% energy savings over the uncompensated and fast
architectures, respectively.

Index Terms— low-power, energy efficiency, error re-
siliency, machine learning, biomedical

1. INTRODUCTION

Emerging applications require the processing of massive data
volumes generated by sensor-rich platforms such as wear-
ables, autonomous vehicles, robots, Internet-of-things, and
others. These applications require the implementation of sta-
tistical signal processing, and machine learning (ML) kernels
in silicon in order to provide in-situ data analytics capabili-
ties. These kernels are computationally intensive and there-
fore consume much energy. Such implementations need to be
energy-efficient in order to operate with energy constrained
sources.
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Voltage scaling (VS) [1] is an effective energy reduction
technique in digital circuits. In VS, the supply voltage Vdd
and the clock frequency fclk are reduced in order to reduce
the energy consumption. Near threshold voltage (NTV) [2]
operation takes voltage scaling to an extreme and is known
to provide energy savings of up to 10× as compared to nom-
inal voltage operation. However, voltage scaling results in
increased delay (NTV results in 10× increased delay) and in-
creased delay sensitivity to process, voltage, and temperature
(PVT) variations. Increased delay and increased delay sensi-
tivity to PVT variations can result in timing violations which
manifest as hardware errors at the output of the computational
kernel. Voltage overscaling (VOS) [3] takes VS to yet another
extreme where Vdd is reduced while fclk is fixed. VOS results
in deliberate timing violations which need to be compensated
for.

It is clear that energy-efficiency and robustness are cou-
pled metrics in integrated circuits. Therefore, error-resiliency
techniques are critical for systems operating at the limits of
energy efficiency. Such techniques need to provide high er-
ror compensation capability with very low overhead. This
eliminates conventional techniques such as N-Modular Re-
dundancy (NMR) that employs N-copies of the kernel fol-
lowed by a voter to correct errors. Techniques such as RA-
ZOR [4], and EDS [5] are better than NMR, as these re-
compute only when an error is detected, i.e., conditional tem-
poral replication, but can handle small (pre-compensation)
error rates (< 2%). All these techniques exhibit a perfect
error compensation (PEC) property, i.e., achieve a zero post-
compensation error rate.

Statistical error compensation (SEC) techniques [6] such
as algorithmic noise-tolerance (ANT) [3] employ statistical
estimation and detection techniques from the area of com-
munications to compensate for computational errors. SEC
techniques are very low overhead (5%-to-25%), highly effec-
tive in compensating for high error rates (up to 70%) while
meeting application level requirements on SNR, and achieve
energy savings of between 3×-to-6×. However, SEC tech-
niques correct errors statistically and thus do not possess the
PEC property. This is not a problem for signal processing
and machine learning applications where the application level
metrics are statistical already. However, if an SEC technique
were to be found that exhibited the PEC property then it will:
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1) enable increases in energy savings/speed-up possible via
SEC, 2) enable the design of deterministic (not just robust)
systems using components that exhibit statistical behavior (a
surprising result) and thereby broaden the set of applications
where SEC can be applied, and 3) allow a direct comparison
between SEC-based energy reduction techniques and conven-
tional approaches.

This paper presents Algorithmic Error Cancellation (pre-
liminary work in [7]), an SEC technique that exhibits the
PEC property. Specific conditions are established on the er-
ror statistics of computational kernels which enables PEC. In
particular, AEC generates a maximum likelihood estimate of
the hardware error efficiently and employs it for error cancel-
lation. AEC is applied to a slow voltage overscaled 45-tap
finite impulse response (FIR) filter in a 45 nm CMOS pro-
cess to demonstrate its benefits. AEC is shown to compensate
for timing error rates of up to 73% while achieving energy
savings of up to 12.4% and 27.7% as compared to a voltage
scaled fast and slow architecture, respectively.

2. BACKGROUND: ALGORITHMIC NOISE
TOLERANCE (ANT)

0ey y e 

M

E

0ay y  

ˆ oy y 

-

x | | 

Fig. 1: Algorithmic noise tolerance (ANT).

ANT (see Fig. 1) is a SEC technique that has been ap-
plied to a variety of signal processing kernels such as FIR
filters, FFT, and more recently to inference kernels such as
ECG classifiers [8]. ANT consists of a main block and an
estimator, whose outputs can be written as

ya = yo + η, (1a)
ye = yo + e, (1b)

where yo is the error-free output, ya and ye are the observed
outputs of the main block and estimator, respectively, and η
and e are the hardware and estimation errors, respectively.
Note that we employ bold font x to represent a random vari-
able (RV) and normal font x ∈ Ωx to represent a sample value
that x can take from the sample set Ωx according to a proba-
bility mass function (PMF) Px(x). Thus, the errors η and e
are RVs with PMFs denoted as Pη(η) and Pe(e), respectively.
This makes ya and ye RVs as well. The error-free output yo
is treated as a deterministic variable for simplicity.

For every sample observation ya and ye, ANT uses the
decision rule below to correct errors,

ŷ =

{
ya if |δ| < τ

ye otherwise
, (2)

where τ is a predetermined threshold based on Pη(η) and
Pe(e), and δ ∈ Ωδ is the sample value of the error difference
δ given by,

δ = ya − ye = η − e (3)

with PMF Pδ(δ). The post-compensation or residual error ε
is defined as,

ε = ŷ − yo (4)

with PMF Pε(ε). Further, the error-rates pη = 1 − Pη(0)
(pre-compensation error rate), pe = 1 − Pe(0), and pε =
1− Pε(0) (post-compensation error rate) can be defined.

ANT and other SEC techniques are optimized to reduce
the variance of errors rather than the error rate. In particular,
the post-compensation error rate pε, though less than pη and
pe, is non-zero, i.e., pε 6= 0. The next section presents an SEC
technique that guarantees pε = 0 even when pη, pe 6= 0, i.e.,
PEC property.

3. PROPOSED SEC TECHNIQUE: ALGORITHMIC
ERROR CANCELLATION (AEC)

In this section, we describe the proposed algorithmic error
cancellation (AEC) and establish conditions for PEC.

3.1. Algorithmic Error Cancellation (AEC)
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Fig. 2: Proposed algorithmic error cancellation (AEC).

AEC (see Fig. 2) generates a maximum likelihood (ML)
estimate η̂ of η by observing δ, and subtracts this ML esti-
mate from ya to cancel the hardware error. Thus, the sample
residual error

ε = ŷ − yo = η − η̂. (5)

Under certain conditions to be specified in Section 3.2, pε =
1− Pε(0) = 0, i.e., PEC.

3.2. Perfect Error Compensation (PEC)

If RVs η and e are independent, then

Pδ(δ) = Pη(η) ∗ Pe(−e), (6)

where ∗ is the convolution operator. Then, a sufficient condi-
tion for PEC is when one of the PMFs on the right-hand-side
(RHS) of (6) is sparse and the other is bounded. As shown
later, in CMOS circuits, it is quite convenient to design the
main block to generate a sparse Pη(η) and an estimator which
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Fig. 3: Error statistics for PEC: (a) Pη(η), (b) Pe(e), (c)
Pδ(δ) when the condition for PEC (8) is satisfied, and (d)
Pδ(δ) when (8) is violated.

results in a bounded Pe(e). In this case, (6) can be expressed
as:

Pδ(δ) =
N∑
i=1

Pη(ηi)Pe(ηi − δ), (7)

where N is the number of elements in the sample set Ωη =
{η1, η2, η3, ...., ηN}, and the condition for PEC (see Fig. 3) is
given by

∆min > 2emax, (8)

where

∆min = min |ηi − ηj |, ∀ηi, ηj ∈ Ωη, (9a)
emax = max |e|, e ∈ Ωe. (9b)

Here ∆min and emax provide a measure of the sparsity of
Pη(η) and the boundedness of Pe(e), respectively. It is clear
from Fig. 3(c) that when (8) is satisfied, the N -terms in (6)
are non-overlapping. Hence, the decision rule

η̂ = arg min
ηk∈Ωη

|δ − ηk|, (10)

will result in Pr{η = η̂} = 1 and therefore pε = 0. The deci-
sion rule (10) can also be shown to be the optimal ML estima-
tion rule for this problem (i.e, η̂ = arg minηk∈Ωη Pδ|η(δ|ηk)).
Note that the decision rule in (10) is a simple round off op-
eration, which can be implemented by a truncated adder, and
therefore has minimal overhead.

Note that, if (8) is not satisfied, the post-compensation
error rate pε is bounded by P (|e| > ∆min/2), which is still
much smaller than pη and pe. Thus, AEC can be used even
when its post compensation error rate is non-zero similar to
the other SEC techniques. In this paper, we consider AEC
operation in the regime where PEC (8) is satisfied.

3.3. Application to Timing Error Cancellation

Past work [9] has shown that errors occur in the MSBs in
LSB-first architectures under VOS. Thus, via an appropriate
choice of the clock frequency fclk and supply voltage Vdd, it
is possible to restrict the errors in a M -bit main block to a
fixed number of K MSBs. In this case, Pη(η) will be sparse
with ∆min = 2M−K . For example, in an 8-bit main block

with timing violations restricted to 2 MSBs, the sample set
Ωη = {−192,−128,−64, 0, 64, 128, 192} with ∆min =
28−2 = 64. Reduced precision replica (RPR) estimators [10]
employ a reduced precision version of the main block. Thus,
the estimation error e is equal to the quantization noise and
thus is bounded. The rest of this paper assumes hardware
errors η are due to VOS timing violations and estimation error
e is due to quantization from a reduced precision estimator.

4. SIMULATION RESULTS

We present simulation results of the proposed AEC technique
applied to a 45-tap low pass FIR filter in a 45 nm CMOS pro-
cess. Similar results were obtained for a 16-tap Euclidean dis-
tance metric computation as well, but are not described here
due to space limitations.

4.1. Kernel Architectures

In order to evaluate the effectiveness of AEC, we compare
an AEC-based 45-tap FIR with: 1) the uncompensated FIR
(identical to the main block in the AEC-based FIR), and 2)
a fast (Wallace-tree multiplier and Kogge-Stone adder) main
block architecture. The reason for the comparison in 2) is
because a common approach to reduce energy is to voltage
scale a fast architecture. Such architectures enable a greater
reduction of the supply voltage Vdd at the same fclk, and re-
sult in greater energy savings even when their total switching
capacitance is larger than the slow architecture.

The main block for all three architectures (AEC, uncom-
pensated, fast) is a 45-tap direct form FIR with a 10 b input,
8 b coefficient, and 22 b output, in order to meet the design
requirements for a feature extractor in an EEG seizure detec-
tion system [11]. This filter employs Baugh-Wooley multipli-
ers, a carry save adder (CSA) tree adder, and a ripple carry
adder (RCA) vector merging stage. For this FIR filter, the
critical voltage-frequency pair was found to be (Vdd−crit =
1.2 V, fclk−crit = 452.3 MHz), i.e., boundary conditions for
error-free operation to occur. For the AEC, a reduced pre-
cision replica (RPR) estimator [10] with a 5 b input, 4 b co-
efficient, and 13 b output, was employed. A constant is sub-
tracted from the RPR output in order to reduce effective emax.
It can be shown that emax < 217, and hence from (8), PEC is
achieved when ∆min ≥ 218, implying that 22−18 = 4 MSBs
are permitted to be in error. This estimator incurs a complex-
ity overhead of 34% logical area overhead. The estimator has
smaller critical path and is operated in regions where it does
not make hardware error.

4.2. Evaluation Methodology

Figure 4 shows the methodology employed to evaluate the
system level error compensation capability of AEC and the
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Fig. 4: Evaluation methodology.

potential energy savings over the uncompensated and fast ar-
chitectures. The functional behavior of the three architectures
were obtained via structural Verilog simulations in which the
architectures were described at the gate level. The delay Tp
vs. Vdd characterization of each gate was done in HSPICE
for 0.6 V ≤ Vdd ≤ 1.2 V. The Verilog simulations were con-
ducted at fclk = fclk−crit = 452.3 MHz and for Vdd ≤ 1.2 V
by assigning voltage-specific delay values to each gate. Thus,
timing errors manifest due to critical path delay violations in
Verilog simulations.The following energy model [12]

ET = CTV
2
dd + VddIoff

1

fclk
, (11)

was employed to estimate energy savings, where ET is the
total energy including both dynamic and leakage, CT is the
effective load capacitance, and Ioff is the total leakage cur-
rent. This model was validated for a 20-stage RCA and its
accuracy was found to be within 5% of HSPICE simulations.

4.3. Results

The AEC, the uncompensated, and the fast architecture, were
simulated at 0.6 V ≤ Vdd ≤ 1.2 V and fclk = fclk−crit =
452.3 MHz with 106 input vectors at each Vdd. Figure 5(a)
shows that the output error rate for AEC pε = 0 for the pre-
compensation error rate pη ≤ 0.73 for Vdd ≥ 0.88 V. This
implies that AEC is able to correct errors perfectly even when
the main block (also the uncompensated architecture) and the
estimator are making errors 73% and 98% of the time, respec-
tively. In contrast, the fast architecture operates error free for
Vdd ≥ 0.98 V. Thus, under PEC, the AEC can be viewed as
a speed-up technique, as it has transformed a slow (uncom-
pensated) architecture into one that can operate (error-free) at
the same fclk but at a lower voltage. This speed-up is 31.5%
at the same supply voltage of Vdd = 1.2 V, and 19.7% at the
same energy level (see Fig. 5(b)). Furthermore, the AEC ar-
chitecture, i.e., the speed-enhanced slow architecture, is even
faster than the conventional fast architecture by about 8.9% at
the same energy level. At fclk = 452.3 MHz, AEC and fast
architectures result in 27.7% and 17.4% energy savings, re-
spectively, in comparison to the uncompensated architecture.
AEC exhibits energy savings of 12.4% as compared to the

73% Error 
rate 

tolerance

(a)

17.4 % 
27.7 %

16.5 % 

9% 

24 % 

(b)

Fig. 5: Simulation results comparing: (a) output error rate vs.
pre-compensation error rate of the uncompensated architec-
ture, and (b) energy vs. delay for the AEC, uncompensated,
and fast FIR architectures. The output error rate of the fast
architecture is obtained at the same supply voltage as the un-
compensated architecture. The estimator error rate pe = 0.98
when it makes no hardware errors.

fast architecture at the same frequency. Thus, as mentioned
earlier, the PEC property of AEC allows comparisons with
conventional energy reduction/speed-up techniques.

5. CONCLUSIONS

In this paper, we propose a novel error-resiliency technique
called AEC, that established specific conditions on the error
statistics of its components to achieve perfect error compen-
sation. The proposed technique is verified on a 45-tap low
pass FIR filter in a 45 nm CMOS process. Note that though
(8) guarantees pε = 0 in theory, it is difficult in practice to
prove that pε is indeed zero. This problem is no different
than proving that a specific architecture will indeed operate
error-free at a given Vdd and fclk. This is because of the well-
known difficulty in accurately estimating the probability of
highly unlikely events. The AEC technique can be applied to
a variety of computational kernels, and its effectiveness in the
non-PEC scenario can be studied.
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