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ABSTRACT

The necessity of a large number of loudspeaker-microphone chan-
nels for the existing sound rendering systems complicates the appli-
cation of multizone soundfield reproduction in reverberant environ-
ments. We introduce an adaptive reverberation cancelation method
for multizone soundfield reproduction using sparse methods. The
reproduced soundfield is described as a weighted series of orthonor-
mal basis functions over the desired reproduction region, which is
then used to adaptively equalize the desired multizone soundfield
in terms of the basis function coefficients. The sparse methods re-
sult in a significantly reduced number of the required microphones
for the measuring process of the reproduced soundfield. Simulation
results verify the efficient room reverberation compensation for de-
sired multizone soundfield reproduction. The proposed method also
facilitates reproduction over a wide frequency range.

1. INTRODUCTION

Reproduction of a desired multizone soundfield over a region of in-
terest has drawn the attention of researchers in recent years [1–7].
However, the majority of existing works in this area do not take into
account the reverberant environments that practical multizone sound
reproduction systems will encounter. Reverberation compensation
process is difficult to handle due to the unknown reverberant room
channel and the large number of loudspeakers and microphones re-
quired by existing soundfield reproduction systems. In this paper, we
propose an efficient adaptive reverberation cancelation system for
multizone soundfield reproduction using sparse microphone mea-
surements.

To equalize the room reverberation, the inverse of the room re-
sponse must be applied to loudspeaker driving signals. The tradi-
tional approach for spatial sound reproduction in a reverberant set-
ting is pressure matching, which equalizes the transfer functions over
a discrete set of points [8] [9]. This technique leads to poor perfor-
mance in regions further away from the design points and inaccurate
reproduction [10]. In 2005, Betlehem et al. [10] proposed a tech-
nique based on mode matching to reproduce a single-zone sound-
field accurately over the entire control region in reverberant rooms.
An approach of reproducing a multizone soundfield within a desired
region using sparse methods was introduced in [11] [12]. Compar-
ing with the method in [10], a reduced number of randomly placed
measurements were employed to estimate the transfer functions from
the loudspeakers over the desired region in reverberant environments
based on sparse approximation. The estimates were then used to
derive the optimal least-squares solution for the loudspeaker filter
gains. For these approaches, a prior measurement of the room trans-
fer function for all the employed loudspeakers was needed. This is
time-consuming to implement in practice and its performance is vul-

nerable to any changes in the ambient environment conditions during
the measurement process.

Wave Domain Adaptive Filtering (WDAF) is a more practical
approach to the application of reverberation cancelation in sound-
field reproduction. Initially proposed by Buchner et al. [13] [14], it
has been introduced to active listening room compensation in Wave
Field Synthesis systems [15–17]. The wave-domain representation
of the soundfield was described using transformations on the mi-
crophone array input and the loudspeaker output respectively [15].
The work by Schneider et al. [16] [18] has further reduced the com-
putational complexity of the basic WDAF adaptation process. This
was achieved by considering that the dominant couplings between
the soundfield modes limit only in the vicinity of the diagonal of
the linear transformations and neglecting the weaker ones. A simi-
lar adaptive method was proposed in [19], in which the reverberant
soundfield was described and estimated by exploiting the orthogo-
nality of the Fourier-Bessel expansion to simplify the listening room
compensation problem within a region of interest. The key of the
work in [18] [19] is that different soundfield coefficients with dif-
ferent indices do not interact with each other in the so-called mode-
domain.

In this paper, we use the inspiration from [18] [19] to propose an
adaptive reverberation cancelation system for multizone soundfield
reproduction using sparse microphone measurements. The proposed
approach expresses the soundfield as an orthonormal basis function
expansion in the space-frequency domain over the desired reproduc-
tion region. We consider the reproduced soundfield as a linear trans-
formations of the desired soundfield. We then introduce the adaptive
channel estimation process using sparse methods to identify these
transformations and derive the required loudspeaker updating sig-
nals. Finally, simulation results are presented for the desired multi-
zone soundfield rendering system in a reverberant environment.
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Fig. 1: Overview of the active reverberation cancelation system in-
cluding the loudspeaker array and microphones configurations.
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2. PROBLEM STATEMENT

The adaptive reverberation cancelation system aims to rectify the
reverberation effects based on iterative feedback from sparse micro-
phone measurements. Note that we mainly focus on the 2-D (height
invariant) case and the theory developed in this paper is readily ex-
tended to 3-D space. The structure of the proposed active multizone
soundfield reproduction system is shown in Fig. 1. It consists of a
circular array of Q loudspeakers and M microphones. To define our
multizone soundfield requirements, one bright zone Db and one quiet
zone Dq are used in this work. We define the remaining area in the
desired reproduction region D as the unattended zone Du. The loud-
speakers are placed outside the desired reproduction region D while
the microphones are randomly placed within the selected zones of
interest to iteratively record the generated soundfield at the assigned
position.

2.1. Soundfield Basis Expansion

The received measurements at the microphones can be expressed in
matrix form as

v(k) = C(k)l(k), (1)

where l(k) = [l1(k), . . . , lQ(k)]
T are the loudspeaker driving

signals, v(k) = [v1(k), . . . , vM (k)]T are the microphone mea-
surements, and C(k) represents the channel between the (m, q)th
microphone-loudspeaker pair at the wavenumber k. Note that we
can separate the channel effects C(k) into the direct and reverberant
path, C(k) ≡ Cdirect(k) + Cr(k), where Cdirect(k) and Cr(k)
represent the direct and reverberant channels between the (m, q)th
microphone - loudspeaker pair. In [3], we constructed an orthonor-
mal set of basis functions {Gn}n∈A (where A is a set of indices)
by implementing a modified Gram-Schmidt process on planewave
functions arriving from various angles. To define the basis functions,
we use the weighted inner product

〈Y1, Y2〉w =

∫
D
Y1(x)Y

∗
2 (x)w(x)dx, (2)

where the weighting function w(x) specifies the relative importance
of the reproduction accuracy for each point in space [3]. Therefore,
we express the measurements in (1) as

vm(k) =

N∑
n=1

bn(k)Gn(xm, k), (3)

where bn(k) are the coefficients for the reproduced soundfield and
xm represents the mth microphone location. Note that N is set to
be sufficiently large. The coefficients bn(k) can be derived from the
soundfield measurements v(k), as described in the next section.

2.2. Soundfield Characterization Using Sparse Methods

In this section, we apply a sparse approximation method similar
to [11] to calculate bn(k) from the randomly-placed measurements
vm(k) within the selected zones of interest.

The basic principle of our method is to assume that the repro-
duced soundfield S(x, k) results from only a small number of basis
Helmholtz solutions. Based on this assumption, we consider the fol-
lowing lp norm (where 0 < p < 1) non-convex optimization prob-
lem

min
y
‖y‖pp, s.t. ‖v −Φy‖2 ≤ ε, (4)

where y is the basis function coefficient set, the dictionary Φ is an
M×N sensing matrix (N �M ) whose columns contain the values

of {Gn(x, k)}n∈A at M locations and v is an M × 1 observation
vector which contains the values of the actual reproduced soundfield
S(x, k) at M randomly chosen locations within the desired region.
The error ε is related to the he additive complex Gaussian noise level.
Let y be a sparse signal, i.e., y has a limited number of non-zero en-
tries at unknown locations. Therefore, we can apply the regularized
Iteratively Reweighted Least Squares (IRLS) algorithm [20] [21] to
solve (4) and derive the optimal estimator ŷ that characterizes the
reproduced soundfield in reverberant environments:

Ŝ(x, k) =

N∑
n=1

ŷnGn(x, k), (5)

where ŷ has only m′ (m′ ≤ M ) non-zero components and can be
used as an estimate of the basis function coefficients bn(k).

Overall, we formulate the calculation of the soundfield coeffi-
cients bn(k) based on the soundfield measurements in (1) in the fol-
lowing matrix form

b(k) = TC(k)l(k) = Tv(k), (6)

where b(k) = [b1(k), . . . , bN (k)], T is generalized as a transfor-
mation matrix (N ×M ) that expresses the relationship of b(k) and
v(k), which can be seen as the projection from the microphone mea-
surements onto the subspace V ∈ CN spanned by the orthonormal
set {Gn}n∈A.

Therefore, the objective of the adaptive reverberation cance-
lation system in the following section is to match the reproduced
soundfield with the desired multizone soundfield and to minimize

‖b(k)− bd(k)‖2 = ‖TC(k)l(k)− bd(k)‖2. (7)

3. ADAPTIVE REVERBERATION CANCELATION

In this section, we describe the modeling of the unknown room chan-
nel, the channel estimation processes in the basis-function domain
and the computation of the loudspeaker updating signals required
for active reverberation cancelation.

3.1. Room Channel Modeling

The desired multizone soundfield Sd(x, k) and the actual repro-
duced soundfield in a reverberant room S(x, k) can be characterized
by bd(k) and b(k) that represents the respective coefficient sets of
the orthonormal basis functions {Gn}n∈A. Note that the coefficients
for Sd(x, k) can be derived as bdn(k) = 〈Sd(x, k), Gn(x, k)〉w.

Consider the reverberant room channel as a transformation be-
tween the reproduced soundfield and the desired soundfield, which
can be further expressed by a linear transformation of the basis func-
tion coefficients:

b(k) = U(k)bd(k). (8)

where U(k) represents the reverberant room effects at the wavenum-
ber k.

The room channel transformation U(k) can be estimated in an
adaptive fashion. We define b(k)τ as the measured soundfield co-
efficients (τ is the time index) and b(k)τ can be derived actively
based on the sparse microphone measurements following the method
in Sec. 2.2. An accurate estimate of the room channel transfor-
mation Û(k) can be achieved if the squared norm of the residual
error E[‖b(k)τ − bd(k)‖2] is minimized, which also leads to an
accurate matching between the actual reproduced soundfield and the
desired multizone soundfield over D in the weighted least-squares
sense [11]. This is a classical adaptive filtering problem and U(k)
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can be estimated actively by using algorithms such as Least Mean
Squares (LMS) filter and Recursive Least Squares (RLS) filter.

Note that U(k) can be parameterized with a diagonal structure
following the assumption and experimental observation in earlier
works [18] [19] that the couplings between the soundfield coeffi-
cients with different indices can be neglected in the defined basis-
function domain. With U(k) = diag[U1(k), . . . , UN (k)], calculat-
ing the unknown diagonal entries Un(k) can be further simplified as
a single-tap adaptive filtering problem (as will be shown in Sec. IV).
Let Û(k)τ be the estimate of U(k) at time τ , we have [22]:

Ûn(k)
H
τ = Ûn(k)

H
τ−1 +

1

φ2
n(τ)

bdn(k)(bn(k)τ − bdn(k))H , (9)

where φ2
n(τ) is the gain factor φ2

n(τ) = λφ2
n(τ − 1) + |bdn(k)|2. λ

is the forgetting factor. We choose the RLS algorithm as it provides
a fast convergence rate. Therefore, (9) can be applied to obtain an
iterative estimate of the diagonal elements Un(k) based on the resid-
ual error at time τ . The updating signal on the loudspeaker array in
each iteration is interlaced with the estimator Û(k)τ , as described in
the following section.

3.2. Loudspeaker Updating Signals

In this section, we derive the optimal updating signal on the loud-
speaker array based on the active estimate of the room channel trans-
formation. It is designed to minimize the residual error and ensure
the estimation convergence.

By preconditioning the initial loudspeaker array signals to
ldirect(k) that reproduce the desired multizone soundfield under
the free-field assumption following the method proposed in our pre-
vious work [3], the coefficients for the desired soundfield bd(k) can
be expressed by replacing C(k) with the direct channel Cdirect(k) in
(6):

bd(k) = TCdirect(k)ldirect(k). (10)

We define Gd(k) = TCdirect(k) that represents the soundfield co-
efficient matrix of the 2-D Green’s functions for all loudspeakers
assuming free-field propagation, which can be pre-determined prior
to the adaptive filtering process. Considering the coefficients for the
desired soundfield in (10), we incorporate the room channel model in
(8) and the estimator Û(k)τ derived in Sec. 3.1. Then, the measured
soundfield coefficients b(k)τ after adding updating signals σ(k)τ to
the loudspeakers can be given by

b(k) = Û(k)Gd(k)[ldirect(k) + σ(k)]. (11)

Note that we omit time index τ as it is reasonable to assume that
σ(k)τ and Û(k)τ are i.i.d.. We can then write the difference be-
tween the measured and desired soundfield coefficients using (10)
and (11):

b(k)− bd(k) = [Û(k)− I]Gd(k)ldirect(k) + Û(k)Gd(k)σ(k),
(12)

where I is an identity matrix. Therefore, (7) can be rewrited and our
objective is to find the optimal loudspeaker updating signals σ(k)
that minimize ‖b(k)− bd(k)‖2:

argmin
σ
‖[Û(k)− I]Gd(k)ldirect(k) + Û(k)Gd(k)σ(k)‖2. (13)

Eq. (13) can be typically solved by using the least squares
method. However, it involves the pseudoinverse of Û(k)Gd(k)

in each of the adaption steps. Û(k)Gd(k), which represents the

estimated coefficient matrix of the reverberant room transfer func-
tions for the employed loudspeakers, is usually ill-conditioned and
it can be problematic as the ill-conditioning problem usually leads
to poor convergence behavior in the MIMO adaptive identification
systems [23].

Note that [Û(k)Gd(k)σ(k)] in (12) represents the room ef-
fects due to σ(k), which is the sum of the direct channel ef-
fects Gd(k)σ(k) and the reverberant effects TCr(k)σ(k) =

(Û(k) − I)Gd(k)σ(k). To avoid the active pseudoinverse compu-
tation that involves Û(k), we assume that the reverberation effects
due to σ(k) is negligible if σ(k) is small and can be mitigated by
the adaptive process. Then, (12) can be simplified as

b(k)− bd(k) = [Û(k)− I]Gd(k)ldirect(k) + Gd(k)σ(k). (14)

Therefore, a multi-constraint optimization is formulated with the
same objective of (13), while also facilitates the system convergence

argmin
σ
‖Gd(k)σ(k)− [I− Û(k)]Gd(k)ldirect(k)‖2,

subject to ‖σq(k)‖2 ≤ N1, (q = 1 . . . Q). (15)

The additional constraints on the energy of each of the Q loud-
speaker updating signals are applied so that the reverberation effects
of σq(k) are consistently insignificant. The value of N1 depends on
how reverberant the room environment is and experimental results
suggest that choosing N1 to be less or equal to (1 − β(k)2)/Nw
yields a fair convergence behavior [22], where β(k) is the reflection
coefficients at k and Nw is the number of considered walls. Note
that Gd(k) in (15) can be calculated offline. Therefore, the iterative
pseudoinverse of Û(k)Gd(k) can be avoided, which facilitates the
estimation convergence (as will be shown in Sec. 4). In this work,
we use the CVX tool [24] to solve (15). The derived σ(k) will be
considered in the following adaption step and the new residual error
of the soundfield coefficients updates the estimate of U(k) accord-
ing to (9).

4. RESULTS AND DISCUSSION

We start with a discussion of simulation parameters. The speed of
sound c is 343 m/s in our simulations. The reverberant room is rect-
angular (size 6 m × 5 m) with wall reflection coefficients of 0.7. D
has a radius of r = 1 m with its center located at (2 m,2.5 m) and the
loudspeakers are evenly distributed along a concentric circle with a
radius of 1.5 m. We used the image source method [25] to simulate
the soundfield created by the loudspeakers in the reverberant room.
In the simulations, a total of 60 sources for each loudspeaker were
included. The centers of Db and Dq lie on a circle of radius d = 0.6
m within D. The target bright and quiet zones were located at 225◦

and 45◦, respectively, with rq = 0.3 m, as shown in Fig. 1. We
randomly selected M/2 locations within each zone and measured
the value of the soundfield at those positions. The desired sound-
field over Db is selected to be a planewave arriving from 90◦ for the
following simulations. The values of weighting function w(x) as-
signed to Db, Dq and Du were 1, 7.5 and 0.01 respectively. For the
approach of IRLS, the sparsity promoting norm was p = 0.3. Com-
plex Gaussian noise was introduced in order to maintain a specific
SNR with respect to the pressure power of the desired soundfield at
the centre of the bright zone (which was normalized to 0 dB).

We compared the performance of the proposed method with the
adaptive approach in [19] that requires the estimation of the reverber-
ant component of the room channel, as well as a non-adaptive rever-
beration equalization method using sparse techniques in [11]. Note
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(a) (b)

Fig. 2: Reproduction of the desired multizone sound at 1 kHz using
20 noisy measurements for each selected zone in a reverberant room.
(a) and (b) demonstrate the real and imaginary part respectively. The
red crosses represent the positions of the microphones.

that we extended the work in [19] to the multizone case by applying
the same multizone rendering method in [3]. The method of [19]
requires the microphones to be evenly placed along the boundaries
of the smallest circle that encloses the two selected zones. RLS was
used as the adaptation algorithm of both the proposed technique and
the method in [19] with a forgetting factor of λ = 0.95. The re-
production accuracy of the desired multizone soundfield was evalu-
ated, which considers the acoustic energy contrast between Db and
Dq [26], as well as the MSE between the desired and the actual re-
produced soundfield over Db [3].

Fig. 2 demonstrates the reproduction of the desired multizone
soundfield using 40 loudspeakers after 100 adaption steps using 20
noisy measurements (at the noise level of SNR 40 dB) for each se-
lected zone at 1 kHz. The acoustic contrast between Db and Dq is
30.6 dB and the MSE over Db is -25.4 dB, which indicates that the
reproduced soundfield matches the desired multizone sound well.
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Fig. 3: Comparison of reproduction performance between our
method and the approach in [19]. (a) and (b) represent the perfor-
mance of acoustic contrast between Db and Dq and MSE over Db
respectively.

Given the same number of loudspeakers and microphones, we
compare our proposed method with the approach in [19] in Fig. 3.
The reproduction performance is plotted as a function of the adap-
tion step with three noisy settings. The results are averaged over 10
trial runs. From Fig. 3, we can see that the proposed method outper-
forms the adaptive approach in [19] in the aspects of both inter-zone
acoustic contrast and the MSE over Db after 100 adaption steps, es-
pecially for the case with relatively lower SNR. Additionally, the
proposed method features a faster convergence rate to an accurate
reproduction than the approach in [19], which also verifies the valid-
ity of the way to neglect the reverberation effects due to small σ(k).

The better performance of our method is due to the following
reasons: i) sparse estimation methods facilitate a more accurate char-
acterization of the reverberant room channel than classical estima-

tion approaches, given the same provision of noisy measurements
[11], ii) the coefficient weighting function [10] attached to various
modes in the cylindrical harmonic decomposition was not consid-
ered in [19] when minimizing the error between the desired sound-
field and the reproduced soundfield coefficient set. In contrast, our
formulation does not suffer from this issue as the employed basis
function set {Gn}n∈A is formulated to be orthonormal over the de-
sired reproduction region and it facilitates finding the optimal updat-
ing signal solution so that a more efficient reverberation cancelation
is achieved.
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Fig. 4: Wide-band multizone soundfield reproduction with 64 noisy
pressure samples, using the proposed method, the adaptive reproduc-
tion method in [19] and the non-adaptive method in [11]. The results
are averaged over 10 trial runs.

In Fig. 4, we compare our proposed method with the reproduc-
tion approaches in [19] and [11] in terms of the wide-band multizone
soundfield reproduction after 100 adaption steps from 100 Hz to 2
kHz. For our proposed method and the adaptive approach in [19],
64 noisy measurements at the noise level of SNR 40 dB were used
while the method of [11] employed 64 noiseless measurements. A
circular array of 75 loudspeakers was employed to satisfy the trun-
cation length [27] for D at a maximum frequency of 2 kHz. From
Fig. 4, we can also observe obvious peaks in the red curves for
the method proposed in [19] due to the so-called large error scal-
ing [10] at certain frequencies (i.e., the Dirichlet eigen-frequencies
[28]). In contrast, the performance for the proposed method (blue
curve) smoothly varies over the selected frequency range. Mean-
while, the performance of the proposed method approaches that of
the method in [11] that employs noiseless measurements, which is
an ideal setup and can be difficult to achieve in practice. Note that
the method in [11] also requires the pre-measurement of the transfer
function over the selected zones of all the employed loudspeakers.

5. CONCLUSION

In this paper, we presented a multizone soundfield reproduction sys-
tem with the active reverberation cancelation approach, which elim-
inates the requirement for a prior measurement of the room channels
for all loudspeakers. The concept of sparse approximation was ap-
plied to the adaptive channel estimation process using a limited num-
ber of randomly placed noisy measurements and the diagonal struc-
ture of the modeled channel transformation facilitates to reduce the
computational complexity. The optimal loudspeaker updating sig-
nal that maximizes the reverberation cancelation was also actively
derived based on the estimate of transformation matrix. Simulation
results suggest that the proposed method provides a faster conver-
gence rate than the comparative approach given the same hardware
provision, as well as a consistently accurate reproduction of the de-
sired soundfield over a wide frequency range.
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