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ABSTRACT

Nonnegative matrix or tensor factorization is a very popular ap-

proach for audio source separation. One important problem in

nonnegative tensor factorization (NTF) in the context of user-guided

audio source separation is the necessity to manually assign the NTF

components to audio sources in order to be able to enforce prior

information on the sources during the estimation process. In this

paper, two new approaches to NTF based source separation are pro-

posed, which do not require any manual component assignment to

the sources, but estimate the underlying assignment automatically.

Both algorithms use the prior information on the source samples

in the estimation process along with either a limit on the minimum

number of components each source uses or with a restriction that

each component is used by sparse number of sources. The pro-

posed methods are shown to outperform the classic approach with a

manual distribution of the components equally among the sources.

Index Terms— Nonnegative matrix factorization, Itakura-Saito

divergence, generalized expectation-maximization, source separa-

tion

1. INTRODUCTION

Audio source separation remains still very challenging, especially

in the single-channel case and for reverberant mixtures [1]. More-

over, the resulting source separation performance depends greatly on

the amount of prior information about the sources and/or the mixing

process that can be incorporated within the corresponding source

separation algorithm [2]. One of new trends in audio source sepa-

ration, referred as user-guided or user-assisted, consists in provid-

ing such prior information directly by a user [3–9], and many of

those approaches rely on time-frequency annotations of the spectro-

grams [10–18].

Early approaches [10–12,16] are based on time annotations only,

i.e., a user specifies (e.g., via a dedicated graphical user interface)

which source is active at which moment. Then, the time annotations

were extended to more general and flexible time-frequency annota-

tions [13, 17, 18]. Finally, interactive frameworks [14, 15], where

user has a possibility of gradually completing and correcting time-

frequency annotations, were proposed as well. In addition, within an

interactive framework Duong et al. [15] proposed a method allowing

dealing with early stage separation errors through uncertainty propa-

gation principle and Jeong and Lee [18] proposed a method allowing

dealing with user annotation errors through a sparsity-inducing ℓ1-

norm penalty.

As for the modeling, most of the approaches are based on

popular nonnegative matrix factorization (NMF) or nonnegative

tensor factorization (NTF) approximations [10–16] and many on

NMF/NTF with Itakura-Saito (IS) divergence [12, 13, 15, 16]. The

use of NMF/NTF with Itakura-Saito (IS) divergence [19] (as com-

pared to other popular loss functions such as Euclidean distance or

Kullback-Leibler divergence [20]) is attractive for several reasons.

First, its scale-invariance property [19] makes it more suitable for

modeling audio spectrograms. Second, its probabilistic Gaussian

formulation [19] facilitates many extensions such as multichan-

nel formulations [2, 12, 21] and separation errors management via

uncertainty propagation [15]. As such, we consider in this work

NMF/NTF modeling with IS divergence. Finally, there are also

methods that are based on nuclear norm as a low-rank inducing

penalty [17, 18], which usually leads to convex optimization prob-

lems.

All the above-mentioned NMF/NTF-based methods [10–16]

suffer from the following important problem. The number of

NMF/NTF components (i.e., rank-1 matrices or tensors) affected

to each source must be defined in advance instead of being learned

given a total budget of K components. For example, one needs spec-

ifying in advance: 4 components for “bass guitar”, 10 components

for “piano”, and 6 components for “drums” (see, e.g., [12]).1 This

problem leads to the following potential disadvantages. First, the

user spends more time by choosing a suitable number of components

Kj (j = 1, . . . , J , and J is the total number of sources) instead of

choosing just one total number of components K. Second, a suitable

number of components chosen by user may be quite different from

the one that would lead to the best source separation performance.

This problem possibly arises from the fact that the modeling and

the management of source activity constraints are not well sepa-

rated. Indeed, a usual approach to manage time constraints is to

set corresponding temporal activations to zero [10–12, 16], and thus

one needs to say in advance which component is affected to which

source. However, in case of time-frequency annotations the latter

trick does not work, and these constraints are usually managed via

heuristic penalizations of the corresponding cost functions [13–15].

However, such penalizations need as well the information about

allocation of the components among the sources.

In order to overcome the aforementioned limitations of the ex-

isting NMF/NTF-based methods we propose in this work a new

method based on time-frequency annotations and the NTF model

with IS divergence as in [12]. The main novelty of our proposal is

that we change the way the time-frequency annotations are taken into

1Choosing equal number of NMF/NTF components per source is usually
suboptimal, since some sources have more spectral diversity than others, and
thus need more components to be well represented. For example, it is evident
that “piano” needs more components than “bass guitar”, simply because a
piano may produce about twice as many possible notes as a bass guitar.
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account for model and sources estimation. Instead of using heuristic

cost function penalizations as in [13–15] we propose estimating the

NTF model from all available observations in the maximum likeli-

hood (ML) or constrained ML sense under the corresponding Gaus-

sian modeling (as in [19]). We also slightly change the way the

sources are estimated given the model. This is achieved via Wiener

filtering as in [13–15] with the only difference that the filter is ap-

plied not only to the mixture, but to all available observations (mix-

ture and partial observations of sources).

The main advantage of the proposed approach over the state of

the art is that it does not require the number of NTF components per

source Kj to be specified. One only needs specifying the total bud-

get of components K that it then automatically allocated between

sources during model estimation. Among the two variations of the

proposed approach, the first one assigns a minimum number of com-

ponents to each source and automatically estimates the assignment

of the remaining components. The second variation assumes a sparse

structure on the NTF coefficients so that the components contribute

to a sparse number of sources to better model the independent be-

havior of the sources. There are also few secondary potential advan-

tages to the proposed method. First, as it was already mentioned, the

optimization criterion is not designed from some heuristic consid-

erations, but it is the ML or a constraint ML criterion for the given

model and observations. Second, as it will be explained more in de-

tail below, the time-frequency annotation constraints are taken into

account on both steps of estimation of the model and estimation of

the sources, while in the state-of-the-art [13–15] these constraints are

only taken into account in the model estimation stage. We evaluate

our approach in case of temporal annotations on a dataset of music

mixtures and compare it with the strategy of uniformly allocating the

components.

The rest of the paper is organized as follows. The problem to

be solved is introduced and the proposed approach is described in

Section 2. Section 3 is devoted to experiments and some conclusions

are drawn in Section 4.

2. PROPOSED APPROACH

2.1. Problem Definition

Let us consider a single channel mixture composed of J sources with

the mixing equation

xfn =
∑J

j=1
sjfn, (1)

in which xfn is the Short-Time Fourier Transform (STFT) coeffi-

cient of the mixture at frequency bin f ∈ J1, F K and time window

n ∈ J1, NK and sjfn is the STFT coefficient of the source j for the

same time-frequency coordinate. A subset, Ω ⊂ J1, JK × J1, F K×
J1, NK, of the time-frequency samples of the sources are assumed to

be known up to an additive noise factor bjfn such that

yjfn = sjfn + bjfn, for all (j, f, n) ∈ Ω. (2)

The problem that is considered in this paper is the problem

of estimating the source signals, {sjfn}j,f,n, given the mix-

ture, {xfn}f,n and a subset of the measured source samples,

{yjfn}(j,f,n)∈Ω. In practice the observed samples can be set as

annotated silent periods of the sources.2 Hence for the rest of this

2The algorithms presented in this paper are formulated directly in STFT
domain assuming the partial source observations are formulated in this do-
main, e.g., via some user annotations as in [13–15]. However a formulation
with respect to time domain samples is also possible as presented in [22].

paper we shall assume that the support of measurements, Ω, indi-

cates the time frequency points for which the corresponding source

is known to be silent, i.e. yjfn = 0,∀(j, f, n) ∈ Ω.

2.2. Model Assumptions

The measurement noise, bjfn, and the source samples, sjfn, are

assumed to be independently Gaussian distributed with variances

σ2
b,jfn and vjfn respectively such that

bjfn ∼ Nc

(
0, σ2

b,jfn

)
, sjfn ∼ Nc(0, vjfn). (3)

The tensor of the source power spectrum is modeled to be low

rank such that

vjfn =
∑K

k=1
qjkwfkhnk, (4)

where the number of components, K, is sufficiently small. This

low rank tensor model is defined by the nonnegative matrices Q =
[qjk]j,k, W = [wfk]f,k and H = [hnk]n,k being, respectively,

J × K, F ×K and N ×K. The NTF model parameters are rep-

resented by θ = {Q,W,H}. Similar to NMF, the matrix H and

W represent the power distribution of the K components among the

time and frequency bins respectively. The matrix Q represents the

power distribution of the K components among the sources.

2.3. NTF Model Constraints

Assuming the tensor P = [pjfn]j,f,n of the power spectra is known

(with pjfn = |sjfn|
2), NTF model parameters can be estimated

using the multiplicative update (MU) rules minimizing the Itakura-

Saito (IS) divergence [19] between the given 3-valence tensor of

source power spectra, P, and the 3-valence tensor of the NTF model

approximation, V = [vjfn]j,f,n , defined as

DIS(P‖V) =
∑

j,f,n
dIS(pjfn‖vjfn), (5)

where dIS(x‖y) = x/y − log(x/y) − 1 is the IS divergence. The

motivation to use the IS divergence instead of some other possible di-

vergences (such as Kullback-Leibler divergence) is that the solution

minimizing the IS divergence is shown to be equivalent to estimat-

ing in the ML sense [19]. The following simple multiplicative update

(MU) rules are derived (as in [12]) to estimate the model parameters,

Q,W,H, to minimize the IS divergence:

qjk ← qjk

(∑
f,n

wfkhnkpjfnv
−2
jfn∑

f,n wfkhnkv
−1
jfn

)
, (6)

wfk ← wfk

(∑
j,n hnkqjkpjfnv

−2
jfn∑

j,n
hnkqjkv

−1
jfn

)

, (7)

hnk ← hnk

(∑
j,f

wfkqjkpjfnv
−2
jfn∑

j,f
wfkqjkv

−1
jfn

)
. (8)

These MU rules must be repeated several times till some conver-

gence criteria are met.

The NTF model parameters can be initialized and constrained in

various ways to enable an accurate representation. In this paper we

will define and compare 3 schemes:

1. Pre-Assigned Estimation: Given the inactive time-frequency

samples, yjfn, (j, f, n) ∈ Ω, one can set hnk = 0, ∀(j, f, n) ∈
Ω and k ∈ Kj , as well as qjk = 0, ∀j ∈ J1, JK and k ∈ Kj

where Kj represents the set of components belonging to
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source j and
∑J

j=1 #Kj = K. This is the classical method

that has been used in various approaches [10–12, 16]. In this

case Q is set such that each component is assigned to only

one source and the temporal activation of each component

in H is assigned with respect to the temporal activation of

the corresponding source. Hence it is required to assign the

components to the sources via the setsKj manually. Once the

Q and H matrices are initialized, the silent temporal samples

of the sources are no longer used in the signal estimation step

unlike the proposed methods.

2. Relaxed Estimation: In this approach a minimum number

of components, Kmin, are assigned to each source through

Q at the initialization and the remainder of the matrix Q is

estimated automatically. When Kmin = 0, this approach is

simply estimating all the model parameters, θ, relying on the

likelihood maximization.

3. Sparse Estimation: It is often the case that the sources ex-

hibit independent characteristics, hence the representation

can be more accurate when the components are assigned

only to a single source. The Relaxed Estimation does not

enforce each component to exclusively contribute to one

source. In Sparse Estimation, the coefficients in Q and H

are constrained to be sparse so that a structure of zeros simi-

lar to the initialized patterns in the Pre-Assigned Estimation

can be attained without the need to manually specify how

many components are assigned to each source. It should

also be noted that unlike Pre-Assigned and Relaxed Esti-

mation, Sparse Estimation cannot be performed by specific

initialization, instead the multiplicative update rules for the

model parameters must be modified to perform sparse NTF

decomposition as described in [23].

2.4. Signal Estimation Criterion

Let Ωfn ⊂ J1, JK be the set of source indices defined as

Ωfn , {j|(j, f, n) ∈ Ω} , (9)

and let sfn , [s1fn, . . . , sJfn]
T

and #Ωfn-length column vector

yfn , [yjfn]
T
j∈Ωfn

.

Now we can define an observation vector for each time-

frequency point (f, n) as ofn ,
[
yT
fn, xfn

]T
. Let O = {ofn}f,n

the set of all observed data. In our approach we estimate the model

in the maximum likelihood sense, i.e., maximizing the likelihood of

the observed data given the model parameters, which writes:3

p(O|θ) =
F∏

f=1

N∏

n=1

1∣∣πΣofnofn

∣∣ exp
[
−oH

fnΣ
−1
ofnofn

ofn

]
, (10)

since ofn may be shown zero-mean complex Gaussian vector with

covariance matrix Σofnofn
that can be expressed as follows:

Σofnofn
=

[
Σyfnyfn

ΣH
xfnyfn

Σxfnyfn
Σxfnxfn

]
, (11)

where

Σyfnyfn
= I

H(Ωfn)diag
(
[vjfn]j

)
I(Ωfn) (12)

+ diag
(
[σ2

b,jfn]j∈Ωfn

)
, (13)

Σxfnyfn
= [vjfn]jI(Ωfn), Σxfnxfn

=
∑

j
vjfn, (14)

3
•
H denotes conjugate transpose.

Algorithm 1 GEM algorithm for Source Separation using NTF

model

1: procedure SSEPARATION-NTF({xfn}f,n, {yjfn}(j,f,n)∈Ω)

2: Initialize non-negative Q,W,H with respect to Pre-

Assigned, Relaxed or Sparse Estimation

3: repeat

4: Estimate posterior power spectra,

P̂ = E
{
[|sjfn|

2]j,f,n|O; θ
}

5: Update Q,W,H given P̂

6: until convergence criteria met

7: end procedure

and I(Ωfn) is the J × #Ωfn matrix consisting of the columns of

J × J identity matrix IJ that belong to Ωfn.

2.5. Algorithm Summary

The general flow of the proposed generalized expectation maximiza-

tion (GEM) algorithm is the same for all three approaches, with the

difference of initialization and update of the NTF model parameters

as described in Section 2.3. After the initialization, the algorithm it-

eratively alternates between updating the posterior power spectra, P̂,

given the model parameters and updating the NTF model parameters

by the multiplicative update rules given the posterior power spectra,

as described in Section 2.3. The posterior power spectra can be com-

puted as

P̂ = E
{
[|sjfn|

2]j,f,n|O; θ
}
= |E {[sjfn]j,f,n|O; θ}|2 (15)

+
[
Σ̂sfnsfn

]

f,n

where

E {[sjfn]j,f,n|O; θ} =
[
Σ

H
ofnsfn

Σ
−1
ofnofn

ofn

]

f,n
, (16)

Σ̂sfnsfn
= Σsfnsfn

−Σ
H
ofnsfn

Σ
−1
ofnofn

Σofnsfn
, (17)

Σofnsfn
=





v1fn · · · 0
.
..

. . .
.
..

0 · · · vJfn

v1fn · · · vJfn




,Σsfnsfn

=




v1fn · · · 0

...
. . .

...

0 · · · vJfn



 .

(18)

The overall GEM algorithm steps are summarized in Algorithm 1.

3. EXPERIMENTS

In order to assess the performance of the proposed algorithm, 6 dif-

ferent music mixtures are selected,4 each composed of 3 sources

(bass or drums, guitar and vocals). Source separation is performed

on each mixture with the total number of components fixed to 155,

using 3 different approaches: using equal number of components

pre-assigned for each source (Pre-assigned Estimation), assigning

2 components per source and estimating the rest of the parameters

using the proposed estimation method (Relaxed Estimation) and es-

timating the signals by assuming distribution of components among

4The mixtures are taken from the professionally produced music record-
ings of SiSEC 2015 evaluation campaign (https://sisec.inria.fr/).

5This number of components is observed to be optimum for music signals
in the experiments performed in [21].
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Fig. 1: Source 1 (top left), source 2 (top right), source 3 (bottom left) and the mixture for the mixture (bottom right) 5 in the experiment setup.
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Fig. 2: Comparison of source separation performance for different

component allocation methods measured in signal to distortion ratio

(SDR, top), source to interference ratio (SIR, middle) and sources to

artefacts ratio (SAR, bottom) [24].

the sources are sparse (Sparse Estimation). The STFT is computed

using a half-overlapping sine window of 1024 samples (64 ms) and

the proposed GEM algorithm is run for 500 iterations. The sources

in the mixtures are artificially silenced during a percentage of the

total time, an example of which is shown in Figure 1.

The overall performance of the compared algorithms can be seen

in Figure 2. It can be noticed that the proposed Sparse Estimation

method often outperforms blindly assigning equal number of com-

ponents for each source. This can be attributed to the fact that the

sources in the test mixtures often have varying complexity, for exam-

ple the vocals or guitar are known to have greater spectral patterns

variability than the bass and drums. Since the proposed method al-

lows uneven distribution of the components among the sources, the

performance is often better. The Relaxed Estimation method can

also be seen to have better or close performance to Pre-assigned

Estimation for most of the mixtures. This approach also allows au-

tomatic assignment of components hence it can benefit from non-

uniform distribution of components among the sources. However it

does not enforce the components to be exclusively assigned to any of

the sources, therefore its performance is usually worse than Sparse

Estimation which induces exclusivity by enforcing sparsity in the

matrix Q.

It should be noted that, even though not displayed in Figure 2,

the use of the initialization in Relaxed Estimation and the sparsity

constraint in Sparse Estimation are also tested without the use of

silent samples from the sources in the signal estimation step. How-

ever the performance was significantly worse than results shown in

Figure 2. This demonstrates that the inclusion of the known (silent)

samples in the signal estimation is essential for the success of the

proposed automatic component allocation algorithms. Another im-

portant remark is that, when the known samples of the sources are

zero, i.e. the sources are known to be silent, it is necessary to ap-

ply the proposed algorithms with non-zero noise variance, σ2
b,jfn,

to avoid numerical errors in matrix inversion during the signal esti-

mation step. Fortunately, this necessity does not create a drawback

since the noise variance, σ2
b,jfn, can be chosen sufficiently small to

avoid inaccurate signal reconstructions.

4. CONCLUSION

In this paper, two new methods are presented which enable auto-

matic allocation of NTF components among multiple sources when

performing source separation with low-rank NTF models and user

guided annotations. The Relaxed Estimation method does not im-

pose any structure on the NTF model parameters except assigning

a small number of components exclusively to each source and re-

lies on the maximum likelihood estimation using the prior informa-

tion on the annotations to determine the unknown NTF model. The

Sparse Estimation method imposes a sparsity prior on the distribu-

tion of the components among the sources so that each component

is forced to be assigned to a single source. The proposed methods

are tested against the classic approach of manually assigning equal

number of components to each source on artificially silenced music

mixtures, sources of which have variable degrees of complexity. As

a result it has been shown that Sparse Estimation outperforms the

other approaches in most of the cases, and even the Relaxed Estima-

tion performs better than the classic approach for many test mixtures.

The proposed algorithms are still not perfect and can perform

worse than the classic method in rare cases for which strictly con-

straining the NTF model is more useful than having larger degrees

of freedom in the model.
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