
ACOUSTIC SOURCE SEPARATION USING THE SHORT-TIME QUATERNION FOURIER
TRANSFORMS OF PARTICLE VELOCITY SIGNALS
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Graduate School of Informatics, Middle East Technical University (METU)
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ABSTRACT

Quaternion Fourier transforms (QFT) provide a powerful tool
for the analysis of signals obtained from vector probes. Acoustic
particle velocity is one such signal which can be measured with
specially designed microphone arrays. This paper presents a time-
frequency source separation method based on the short-time quater-
nion Fourier transform of acoustic particle velocity signals and the
k-plane clustering of the vector part of the resulting representation.
Two example cases, one with a single and one with two interfering
sources are presented.

Index Terms— Acoustic signal processing, microphone arrays,
source separation, quaternions, vector clustering

1. INTRODUCTION

Decomposition of a recorded sound field into its constituent parts is
an important step in spatial audio object coding [1][2]. Separation of
sound sources from a convolutive mixture, which contains not only
the sound sources but also their reflections, is an essential part of
such acoustic scene analysis.

Different source separation and beamforming strategies exist for
different microphone arrays. Linear, planar or rigid spherical micro-
phone arrays can be used to generate directivity patterns that can be
used to separate spatially distinct sources by maximising the target
signal and minimising the inteference signal [3][4]. Signals obtained
from microphone arrays which can measure the acoustic intensity by
registering the pressure and particle velocity at the recording posi-
tion can be used for time-frequency source separation [5][6]. Such
algorithms typically process the pressure and the axial components
of particle velocity separately. After obtaining time-frequency rep-
resentations of the pressure signal and the axial components of the
particle velocity, these algorithms determine the active intensity vec-
tor for each time-frequency bin and generate a time-frequency mask
based on the source direction and the directional distribution of in-
tensity vectors.

Recent developments in quaternionic signal processing made it
possible to process individual channels of multidimensional signals
such as signals from vector sensors jointly [7]. Numerical algorithms
used for Fourier transforms and adaptive signal processing have been
adapted for quaternionic signals [8]. These algorithms can achieve
better results than processing each component separately.
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This paper presents a time-frequency source separation method
based on the short-time quaternion Fourier transforms of particle ve-
locity signals. It is shown that an informed selection of the trans-
form axis allows grouping directional components of the sound field
in planar configurations. Vector clustering is then carried out to sep-
arate sources with known directions.

While the present work is related to other time-frequency source
separation approaches such as those presented in [5][6][9], the pro-
posed algorithm is fundamentally different in the sense that the ob-
tained signals are processed jointly using a new time-frequency rep-
resentation based on quaternion Fourier transforms. This represen-
tation which incorporates directional information about the source
increases the separability of the underlying mixture. In addition the
present work uses subspace clustering which allows for selecting
time-frequency bins with a dominant contribution from the target
source more effectively.

The paper is organised as follows. Sec. 2 briefly reviews quater-
nion algebra and quaternionic Fourier transforms. Acoustic particle
velocity is explained in Sec. 3. Sec. 4 introduces the proposed time-
frequency source separation approach. Sec. 5 presents examples of
the proposed method for different cases. Sec. 6 concludes the paper.

2. QUATERNION FOURIER TRANSFORMS (QFT)

2.1. Quaternion algebra

Quaternions are hypercomplex numbers which are multidimensional
extensions of complex numbers [10]. An arbitrary quaternion, q ∈
H can be expressed as q = a+ bi+ cj+ dk where a, b, c, d ∈ R
are real parameters and i, j and k are the quaternion basis elements
such that:

i2 = j2 = k2 = ijk = −1, (1)
ij = k, jk = i, ki = j (2)

ji = −k, kj = −i, ik = −j (3)

As also evident from the above fundamental properties, quaternion
algebra is non-commutative e.g. pq 6= qp for p 6= q. Note that
the complex imaginary unit is usually denoted as I to differentiate it
from quaternionic imaginary units.

Quaternions can be represented in a variety of ways [11]. In this
paper, scalar-vector form, q = S(q) + V (q), where S(q) = a
and V (q) = bi + cj + dk is used. The quaternion conjugate is
represented as q = S(q) − V (q) and the quaternion norm and the
inverse quaternion are defined as ‖q‖ = qq and q−1 = q/‖q‖,
respectively. Product of two full quaternions can be expressed as:

pq = S(p)S(q)− 〈V (p), V (q)〉+ S(p)V (q) +

S(q)V (p) + V (p)× V (q) (4)
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where 〈·, ·〉 and × denote the inner and cross products, respectively.
Unit quaternions, q̃, have unit norm. Full quaternions are quater-

nions with non-zero scalar parts (i.e. S(q) 6= 0) and pure quater-
nions, µ ∈ Cµ, are quaternions with zero scalar parts, S(µ) = 0. A
full quaternion can be expressed as a combination of a real number
and a pure unit quaternion:

q = γ + ηµ, γ, η ∈ R (5)

The quaternionic exponential function is defined as:

eq = eγeηµ = eγ(cos η + µ sin η). (6)

The quaternionic exponential forms the quaternion Fourier basis
when q is a pure quaternion (i.e. γ = 0).

2.2. Fourier transforms of Quaternionic Signals

Due to the non-commutativity of quaternionic algebra, two types of
quaternion Fourier transforms (QFT) can be defined for a quater-
nionic signal, f(t) : R → H. These are the left-sided and right-
sided transforms given respectively as:

FLν (ω) =
1√
2π

∫ −∞
∞

e−νωtf(t)dt, (7)

FRν (ω) =
1√
2π

∫ −∞
∞

f(t)e−νωtdt, (8)

where ν ∈ Cµ is the transform axis. Only the left-sided QFT is used
in this paper. However, it is straightforward to obtain similar results
with the right-sided transform.

QFT pairs and relevant theorems are discussed in detail else-
where [11]. However, three important properties are repeated here
due to their relevance: linearity, symmetry and time-shift.

• Linearity: f(t) =
∑
i aifi(t) ⇀↽ F(ω) =

∑
i aiFi(ω)

iff. {ai} ∈ R and fi(t) ⇀↽ Fi(ω)

• Symmetry for pure quaternionic signals: For f(t) ∈ µR,
F(ω) = −F(ω)

• Time shift: f(t− τ) ⇀↽ e−νωτF(ω)

Discrete-time and discrete quaternion Fourier transforms are
also defined and fast implementations based on standard FFT al-
gorithms exist [12]. This paper uses the implementation in [13].
The derivations in the following chapters will use continuous-time
signals and transforms for the sake of clarity of the exposition.

3. ACOUSTIC PARTICLE VELOCITY

Pressure and particle velocity are two components which specify a
local sound field at a given point. Given a pressure field, p(x, t), the
time derivative of particle velocity, u(x, t) is related to the pressure,
p(x, t), by Euler’s equation:

∂u(x, t)

∂t
= −ρ−1

0 ∇p(x, t) (9)

where ρ0 ≈ 1.225 kg/m3 is the ambient density. For plane waves,
the relation between the pressure and the particle velocity is

u(x, t) = (ρ0c)
−1p(x, t)n (10)

where c ≈ 340 m/s is the speed of sound and n ∈ R3 is the unit
vector in the wave direction. Note that, the actual direction depends
not only on this vector but also on the polarity of the pressure signal.

In a typical multipath environment such as a room, the sound
field will consist of a superposition of plane waves incident from
different directions. The total particle velocity when there are K
sources and their

∑
k Lk associated reflections can be given as:

u(t) =

K∑
k=1

Lk∑
l=0

ukl(t) (11)

where ukl(t) = γkluk0(t − τk,l)nk,l. Here, γkl, τk,l, and nk,l are
the gain, delay and direction associated with the lth reflection of the
kth source, respectively, and uk0(t) is the amplitude of the particle
velocity from the direct path of the kth source with γk0 = 1 and
τk0 = 0.

Acoustic intensity probes [14][15] typically measure both the
pressure and the particle velocity which are then used in the calcula-
tion of acoustic intensity. Measurement of particle velocity [16][17]
is beyond the scope of this paper and is not discussed further. It is
assumed that particle velocity measurements from such arrays are
available.

4. TIME-FREQUENCY SOURCE SEPARATION

4.1. Signal Model

The quaternionic signal model used in this paper is constructed by
designating the axial components of the particle velocity as the com-
ponents of a pure quaternionic signal. For each plane wave compo-
nent:

ukl(t) = ukl(t)µkl (12)

where ukl(t) ∈ R is the (scalar) particle velocity due to the reflec-
tion l of source k and µkl = nkl,xi + nkl,yj + nkl,zk ∈ Cµ is a
pure unit quaternion in the direction of the plane wave.

The linearity property of QFT, when applied to (11) allows ex-
pressing the QFT of particle velocity as:

U(ω) =

K∑
k=1

Lk∑
l=0

Ukl(ω) (13)

where by using the time-shift property of QFT:

Ukl(ω) = γkle
−νωτklUk0(ω)µk0µkl (14)

with ν ∈ Cµ the transform axis and uk0(t) = uk0(t)µk0 ∈ µR
such that:

Uk0(ω)µk0 =
1√
2π

∫ ∞
−∞

e−νωtuk0(t)dt

= αk0(ω) + νβk0(ω) (15)

where αk0(ω), βk0(ω) ∈ R are the real and imaginary parts of the
real Fourier transform of the source signal uk0(t) ∈ R such that:

αk0(ω) = <{Uk0(ω)} =
1√
2π

∫ ∞
−∞

cos(ωt)uk0(t)dt, (16)

βk0(ω) = ={Uk0(ω)} = − 1√
2π

∫ ∞
−∞

sin(ωt)uk0(t)dt, (17)

and |Uk0(ω)| =
[
αk0(ω)2 + βk0(ω)2

]1/2. Expressing the phase
angle of the real Fourier transform as:

Θk0(ω) = − tan−1

(
βk0(ω)

αk0(ω)

)
, (18)
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the QFT of the lth reflection due to kth source can be specified using
the source signal spectrum:

Uk0(ω) = |Uk0(ω)|γkle−νΦkl(ω)µkl. (19)

where Φkl(ω) = ωτkl + Θk0(ω). The quaternion factor in (19) is a
product of the full quaternion, e−νΦkl(ω), with the pure quaternion,
µkl. Denoting ηkl(ω) = cos Φkl(ω) and ξkl(ω) = sin Φkl(ω), this
quaternion factor is given as:

ψkl(ω) = ξkl〈ν,µkl〉+ ηklµkl + ξkl(µkl × ν) (20)

It may be observed that the locus of the vector part of the QFT of
each plane wave component at each frequency bin is an ellipse with
axes defined by µkl and µkl×ν. The signal model in the frequency
domain can be expressed as:

U(ω) =

K∑
k=1

|Uk0(ω)|
Lk∑
l=0

γklψkl(ω). (21)

The purpose of the proposed algorithm is to separate Uk0(ω) given
the total particle velocity and the direction of the source, ñk0.

4.2. Short-time Quaternion Fourier Transform

Short-time quaternion Fourier transform (STQFT) is used here for
the time-frequency analysis of the particle velocity signal. Since
QFT possesses linearity with real coefficients only, the employed
windowed QFT is defined to be very similar to regular overlapped
short-time Fourier transform (STFT) using real windows:

U(ω, τ) =
1√
2π

∫ ∞
−∞

e−νωtw(t− τ)u(t)dt (22)

where w(t) is a real valued window function. The main difference
between regular STFT and STQFT as used in this paper is the con-
jugate symmetry between the positive and negative frequency parts
for pure quaternionic signals such that U(ω, τ) = −U(−ω, τ).

An important aspect of the proposed method is the selection of
the transform axis, ν, for the QFT. If an estimate of the source di-
rection, µKk0 is available, ν is selected to be a pure unit quaternion
orthogonal to that direction so that:

1. The scalar part of ψk0(ω, τ) is zero since 〈ν,µkl〉 = 0,

2. The vector part of ψk0(ω, τ) is on a circle lying on the plane
spanned by µkl and µkl × ν. The radius of the circle is
determined by the magnitude spectrum of the corresponding
source signal.

Fig. 1 shows the linear, elliptical and circular loci of the vec-
tor part of STQFT for the same signal f(t) = sin(400πt)µ, where
µ = 1√

3
(i + j + k), with three different transform axis selections:

coincident, non-orthogonal, and orthogonal. Each vector represents
the vector part of a single time-frequency bin.

4.3. Vector Clustering and Cluster Selection

The separability of different components in the mixture increases
with the STQFT. It was shown above that STQFT of individual plane
waves lie on planes spanned byµkl andµkl×ν. It is then necessary
to separate these components and obtain the source signal. k-plane
clustering which is a simple subspace clustering algorithm [18][19]
can be used to cluster data into plane (or in the N dimensional case,

Fig. 1. Loci of the vectorial part of the STQFT of a sinusoidal signal
with a frequency of 400 Hz with three different transform axis direc-
tions: a) coincident: 1√

3
(i + j + k), b) non-orthogonal: 1√

2
(i + j),

and c) orthogonal: 1√
2
(i− j).

hyperplane) clusters. After convergence, the k-plane clustering algo-
rithm provides k normal vectors corresponding to the plane clusters.

Once clusters are obtained from the STQFT of the particle veloc-
ity signal, k-plane clustering is applied and the time-frequency bins
that belong to the source are selected. Depending on the choice of
the number of clusters in the algorithm, more than one cluster may
correspond to the source making it necessary to select the clusters
using a thresholding operation. Specifically, clusters for which the
magnitude of the dot product between the plane normal vector and
the transform axis is below a given threshold close to unity are set to
zero. In addition, values of the time-frequency bins for which the ra-
tio of the norms of the vector part and the full quaternion are below
another threshold close to unity are also set to zero. The obtained
quaternionic time-frequency representation, ÛK0(ω, τ), is then used
to reconstruct the separated source particle velocity signal, ûK0(t)
by inverting the transform. The separated source pressure signal is
obtained by dividing this signal by the pure quaternion denoting the
source direction, i.e. ûK0(t) = S (uK0(t)µK0).

5. EXAMPLES

Room impulse responses (RIR) due to source directions positioned
in the horizontal plane between 0◦ and 150◦ at 30◦ intervals at a ra-
dius of r = 1.29 m were measured in the METU-SPARG Audio Lab
(T30 ≈ 80 ms) using the open spherical microphone array described
in [20] incorporating a total of 13 omnidirectional microphones po-
sitioned at the centre and the vertices of a regular icosahedron. The
array radius is 3 cm. These RIRs were convolved with 3 s long, en-
ergy normalised anechoic samples (female and male speech, music
played by viola) from B&O Music for Archimedes CD [21]. The
quaternionic particle velocity signals were calculated for individual
sources. The signals were then summed to obtain the particle veloc-
ity mixture1. The transform axis is the pure quaternion whose vector
part is on the plane normal to the source direction and which has the
maximum inner product with the interference source direction.

In order to quantify the separation quality, we use one-at-a-time
broadband signal-to-interference ratio (SIR) [22] defined as:

SIR = 10 log10

E{(ûK |uK)2}
E{
∑
j 6=K(ûK |uj)2} (dB) (23)

1The mixtures and the separated signals are made available at
http://www.hacihabiboglu.org/samples/icassp16.html.
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Fig. 2. Top view of the vector part of the STQFT of the two source
mixture (grey) and of the separated target sound (red). The black
arrow denotes the nominal direction of the target source.
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Fig. 3. Mixture, target and separated sound signals for two-source
case with female speech as the target and male speech as the inter-
ference. The target is at 0◦ and the interference is at 90◦ azimuth.

where E{(ûK |uK)2} is the expected value of the output energy
of the algorithm for source K when only that source is active, and
E{
∑
j 6=K(ûK |uj)2} is the expected value of the output energy for

source K when all sources except source K is active. In all cases,
the target source is the female speech positioned at 0◦ azimuth. We
assume that the source and interference directions are known.

5.1. Two sources: Speech only

There are two concurrent sources in the first case. The interference
source is the male speech and is positioned at 30◦, 60◦, 90◦, 120◦

and 150◦. Fig. 2 shows the vector part of the STQFT for frequen-
cies up to 2.2 kHz and the vector part of the time-frequency bins
in the cluster set which correspond to the target sound. The actual
direction of the target sound is also shown. Each vector in the plot
represents the vectorial part of a single time-frequency bin. It may
be noted that the selected vectors are aligned well with the source
direction. Fig. 3 shows the mixture, target and separated waveforms.
It may be observed that the separated source signal is very similar
to the target. Informal listening tests revealed that the interference
sources are very effectively suppressed and the leakage from the in-
terference source is limited. Fig. 4 shows the SIR improvement for
different interference directions. It may be observed that the SIR
improvement is above 15 dB which is the preferred lower limit for
sound source separation algorithms [23]. The lowest SIR improve-
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Fig. 4. SIR improvement for the two-source case (blue, dashed line)
and three-source case where fixed interference source is at 30◦ (red,
dotted line), 90◦ (yellow, solid line) and 150◦ (purple, dash-dot line).

ment for the tested conditions is 21.3 dB when the source and the
interference are separated by 150◦ and can be as high as 46.4 dB as
the separation is increased to 90◦.

5.2. Three sources: Speech and music

In the second case there are three concurrent sources. The interfer-
ence sources are the male speech and the music signal. The music
source is positioned at 30◦, 90◦, and 150◦ and the male speech is
positioned at 30◦, 90◦, 60◦, 120◦, 150◦. Fig. 4 also shows the SIR
improvements for these cases. The highest SIR improvements is ob-
served when the interferers are both at 90◦. When the angular sep-
aration between the target and one of the interferers is 30◦ or 150◦,
the SIR improvement is at its lowest. However, this value is still
higher than the 15 dB lower limit given in [23]. This performance
degradation may be due to the fact that the interference particle ve-
locity causes the source particle velocity to be misaligned from the
planar configuration that the proposed method assumes. It is also in-
teresting to note that when there is a strong interference source in the
direction orthogonal to the target direction this may increase the SIR
improvement even beyond the improvement observed when there is
only one interference source. As with the two-source case, informal
listening tests showed that the interference sources are effectively
suppressed and the leakage from the interefence sources is small.

6. CONCLUSIONS

A time-frequency source separation method based on a short-time
quaternion Fourier transform of particle velocity signals was pro-
posed in this paper. The method benefits from the joint process-
ing of the three axial components of particle velocity. It was shown
that, when the source direction is known, the careful selection of the
transform axis will allow for a better separability of the particle ve-
locity components of the source and the interference sources in the
short-time quaternion Fourier transform domain. Two examples are
presented with two and three source situations. It was shown that
the one-at-a-time SIR improvement was above 15 dB for all cases
but depends on the angular separation between the target and the
interference sources.
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[5] B. Günel, H. Hacıhabiboğlu, and A. M. Kondoz, “Acoustic
source separation of convolutive mixtures based on intensity
vector statistics,” IEEE Trans. Audio, Speech, Lang. Process.,
vol. 16, no. 4, pp. 748 –756, 2008.

[6] X. Chen, W. Wang, Y Wang, X. Zhong, and A. Alinaghi, “Re-
verberant speech separation with probabilistic time–frequency
masking for b-format recordings,” Speech Communication,
vol. 68, pp. 41 – 54, 2015.

[7] S. Miron, N. Le Bihan, and J. Mars, “Quaternion-MUSIC for
vector-sensor array processing,” IEEE Trans. Signal Process.,
vol. 54, no. 4, pp. 1218–1229, 2006.

[8] C. C. Took and D. P. Mandic, “The quaternion LMS algorithm
for adaptive filtering of hypercomplex processes,” IEEE Trans.
Signal Process., vol. 57, no. 4, pp. 1316–1327, 2009.

[9] O. Yilmaz and S. Rickard, “Blind separation of speech mix-
tures via time-frequency masking,” IEEE Trans. Signal Pro-
cess., vol. 52, no. 7, pp. 1830–1847, 2004.
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