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ABSTRACT

Recently, an extension of the binaural multichannel Wiener fil-
ter (BMWF), referred to as BMWF-IR0, was presented in which an
interference rejection constraint was added to the BMWF cost func-
tion. Although the BMWF-IR0 aims to entirely suppress the inter-
fering source, residual interfering sources (as well as unconstrained
noise sources) are undesirably perceived as impinging the array from
the desired source direction. In this paper, we propose two exten-
sions of the BMWF-IR0 that address this issue by preserving the
spatial impression of the interfering source. In the first extension,
the binaural cues of the interfering source are preserved, while those
of the desired source may be slightly distorted. In the second ex-
tension, the binaural cues of both the desired and interfering sources
are preserved. Simulation results show that the noise reduction per-
formance of both proposed extensions is comparable to the BMWF-
IR0.

Index Terms— Hearing aids, Binaural cues, LCMV Beamform-
ing, MWF, Noise and interference reduction.

1. INTRODUCTION

Binaural hearing aid devices consisting of a hearing aid mounted on
each ear of a hearing-impaired person, are known to outperform their
monaural counterparts in terms of noise reduction performance and
their capability to preserve the binaural cues and hence the spatial
impression of the acoustical scene [1, 2]. By preserving the binau-
ral cues, in addition to improving sound localization, a better speech
intelligibility in noisy environments can be achieved due to binaural
unmasking [3, 4]. For directional sources, preserving of the inter-
aural level difference (ILD) and the interaural time difference (ITD)
cues can be achieved by preserving the so-called relative transfer
function (RTF), which is defined as the ratio of the acoustical trans-
fer functions relating the source and the two ears.

In the last decade, several binaural speech enhancement algo-
rithms aiming to preserve the binaural cues have been developed
[1, 5–16]. In [1], the binaural multichannel Wiener filter (BMWF)
was presented. It was shown in [1,11] that the BMWF preserves the
binaural cues of the desired source but distorts the binaural cues of
the noise, such that both the desired source and the noise are per-
ceived as arriving from the desired source direction. To optimally
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exploit the benefits of binaural unmasking and optimize the spatial
awareness of the hearing aid user, several extensions of the BMWF
have been proposed, which aim to also preserve the binaural cues of
the residual noise by including cue preservation terms in the binaural
cost function [11,12,14,17]. If the desired source must be processed
without distortion, the binaural minimum variance distortionless re-
sponse (BMVDR) beamformer can be applied [15]. However, sim-
ilarly to the BMWF, a drawback of the BMVDR is the fact that the
binaural cues of the noise are not preserved.

Many acoustic scenarios consist of a desired source corrupted by
one or more directional interfering sources (e.g. competing speak-
ers) and additive noise (e.g. diffuse background noise). In order
to control both the suppression and the binaural cue preservation of
the directional interfering sources, the binaural linearly constrained
minimum variance (BLCMV) beamformer was proposed in [13,16].
In the BLCMV criterion, a hard constraint controlling the amount of
interference reduction was added to the BMVDR cost function, with
a parameter η denoting the cue gain factor. When η is larger than
0, it was shown that the BLCMV beamformer is able to preserve the
binaural cues of both the desired and interfering sources.

Recently, it has been proposed to add a similar interference re-
jection constraint (with η = 0) to the BMWF cost function, referred
to as the binaural multichannel Wiener filter with interference re-
jection (BMWF-IR0) [18]. It was shown that the BMWF-IR0 can
be decomposed into the BLCMV beamformer (with η = 0) and a
single-channel Wiener postfilter. Since in addition to spatial infor-
mation, the BMWF-IR0 also exploits the spectral characteristics of
the sources, it is able to provide additional noise reduction sacri-
ficing speech distortion. However, similarly to the BMWF and the
BMVDR beamformer, in the BMWF-IR0 all sources are perceived
as coming from the desired source direction. This implies that in
practice, due to unavoidable estimation errors, the residual interfer-
ing source will also be perceived as arriving from the desired source
direction. Clearly, this is an undesirable phenomenon and in some
scenarios (e.g. traffic) even dangerous to the hearing aid user.

In this paper, we introduce two extensions of the BMWF-IR0

that address this issue and optimally exploit the benefits of binaural
unmasking by preserving the binaural cues of the interfering source.
In the first extension, a hard constraint is added to the BMWF cost
function, which controls the amount of interference reduction (sim-
ilarly to the BLCMV). It is proven that the binaural cues of the in-
terfering source are preserved while the binaural cues of the desired
source may be slightly distorted. The second extension comprises
a combination of two binaural beamformers, i.e. the BMWF-IR0

steering a null towards the interfering source, and a binaural beam-
former, controlling the amount of interference reduction while steer-
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Fig. 1: General binaural processing scheme.

ing a null towards the desired source. It is proven that for the sec-
ond extension, the binaural cues of both the desired and interfering
sources are preserved. Experimental validations in an office scenario
demonstrate the performance of the proposed beamformers.

2. PROBLEM FORMULATION

We consider an acoustic scenario comprising one desired source and
one directional interfering source in a noisy and reverberant envi-
ronment. The binaural hearing device, consisting of two hearing
aids each equipped with M microphones, is depicted in Fig. 1. All
microphone signals can be stacked in the 2M -dimensional vector
Y (ω) in the frequency-domain as

Y (ω) = X (ω) +U (ω) +N (ω) = X (ω) +V (ω) , (1)

with Y (ω) = [Y0,1 (ω) . . . Y0,M (ω) Y1,1 (ω) . . . Y1,M (ω)]T ,
X (ω) the desired source component, U (ω) the interfering source
component, and N (ω) the additional background noise. The vector
V (ω) = U (ω)+N (ω) is defined as the total undesired component
as received by the microphones, i.e. the interfering source compo-
nent plus background noise. X (ω), U (ω), V (ω), and N (ω) are
defined similarly to Y (ω). The variable ω will henceforth be omit-
ted for brevity. We can further write X = SdA and U = SuB,
where Sd and Su are the desired and interfering source signals
and A and B are the acoustic transfer functions (ATFs) relating the
microphones and the desired and interfering source, respectively.
Assuming the directional sources and the noise are uncorrelated, the
spatial correlation matrix of the noisy microphone signals can be
written as

Ry = Rx +Ru +Rn = Rx +Rv, (2)

where Rx = E
{
XXH

}
= PsAAH , Ru = E

{
UUH

}
=

PuBBH , and Rn = E
{
NNH

}
are the desired source, interfering

source, and noise correlation matrices, respectively. E{·} denotes
the expectation operator and Ps = E

{|Sd|2
}

and Pu = E
{|Su|2

}
denote the power spectral densities (PSDs) of the desired source
and the interfering source, respectively. Without loss of generality,
the first microphone on the left and the right hearing aid are selected
as the reference microphones. For conciseness, the reference micro-
phone signals Y0,1 and Y1,1 on the left and the right hearing aid are
denoted as Y0 and Y1, and are equal to

Y0 = SdA0 + SuB0 +N0, Y1 = SdA1 + SuB1 +N1. (3)

The input RTFs of the desired and the interfering source between
the reference microphones on the left and the right hearing aid are

defined as the ratio of the ATFs, i.e.

RTFin
x =

A0

A1
, RTFin

u =
B0

B1
. (4)

Note that the RTF is a complex-valued frequency-dependent scalar
from which the binaural ILD and ITD cues [11] can be computed as

ILD = 20 log10(|RTF|), ITD =
� (RTF)

ω
, (5)

with � denoting the phase.

3. BINAURAL NOISE REDUCTION ALGORITHMS

In Section 3.1, we first briefly review the BMWF and BMWF-IR0.
In Section 3.2 and Section 3.3, two extensions of the BMWF-IR0 are
introduced with a term related to interfering source binaural cues.

3.1. BMWF/ BMWF with interference rejection (BMWF-IR0)

The well-known BMWF produces a minimum mean square error
(MSE) estimate of the desired source component at both reference
microphones [1]. The MSE cost functions for the filter W0, esti-
mating the desired source component X0 at the left hearing aid, and
for the filter W1, estimating the desired source component X1 at the
right hearing aid, are given by

JBMWF(W0) = E{‖[X0 −WH
0 X]‖2 + μ‖WH

0 V‖2},
JBMWF(W1) = E{‖[X1 −WH

1 X]‖2 + μ‖WH
1 V‖2}, (6)

where μ provides a trade-off between noise reduction and speech
distortion. The filters minimizing JBMWF(W0) and JBMWF(W1) are
given by [1]:

W0,BMWF = PsA
∗
0R̃−1

y A,

W1,BMWF = PsA
∗
1R̃−1

y A, (7)

with R̃y = Rx + μRv .
In order to reject a directional interfering source, an extension

of the BMWF cost function with a constraint related to the inter-
fering source component was proposed, resulting in the BMWF-IR0

criteria [17, 18], i.e.

min
W0

JBMWF(W0) subject to WH
0 B = 0,

min
W1

JBMWF(W1) subject to WH
1 B = 0. (8)

Solving (8), the left and the right filters of the BMWF-IR0 are given
by [18]:

W0,BMWF-IR0 = PsA
∗
0

[
R̃−1

y A − λ∗
ab

λb
R̃−1

y B
]
,

W1,BMWF-IR0 = PsA
∗
1

[
R̃−1

y A − λ∗
ab

λb
R̃−1

y B
]
, (9)

with λa = AHR̃−1
y A, λab = AHR̃−1

y B and λb = BHR̃−1
y B. For

both the filters of the BMWF in (7) and the BMWF-IR0 in (9), W0 =
(RTFin

x )∗W1. This implies that W0 and W1 are parallel, such that
the RTF of the desired source at the output of both the BMWF and
BMWF-IR0 is equal to the input RTF, i.e.

RTFout
x =

A0

A1
= RTFin

x . (10)
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However, this also implies that all sound sources are perceived as ar-
riving from the desired source direction. The BMWF-IR0 is steering
a null towards the interfering source. However, when RTF estima-
tion errors occur, the interfering source is not entirely suppressed
and the residual interference will also be perceived as arriving from
the desired source direction. To resolve this issue, in the following
subsections we introduce two extensions that simultaneously aim to
reduce the interfering source and preserve the binaural cues of the
interfering source.

3.2. BMWF-IR with controllable interference reduction ( BMWF-
IRη )

In the first extension of the BMWF-IR0, we propose to preserve the
binaural cues of the interfering source by extending the BMWF cost
function in (6) with a hard constraint that controls the amount of
interference reduction (similarly to the BLCMV [13, 16]), i.e.

minW0
JBMWF(W0) subject to WH

0 B = ηB0,

minW1
JBMWF(W1) subject to WH

1 B = ηB1,
(11)

where 0 ≤ η ≤ 1 is a real-valued scalar, defined as the cue gain
factor [16] that provides a trade-off between interference reduction
and binaural cue preservation. As can be observed, the BMWF-IR0

criterion in (8) is a special case of (11) with η = 0.
The Lagrangian for the left filter cost function is equal to

L(W0) = WH
0 R̃yW0 − WH

0 rx,0 − rHx,0W0 + Ps|A0|2+
λ(WH

0 B − ηB0)− λ∗(BHW0 − (ηB0)
∗), (12)

where λ is a Lagrange multiplier and rx,0 = PsAA∗
0. Setting the

derivative with respect to WH
0 to 0 yields

W0 = R̃−1
y (rx,0 − λB). (13)

By applying the constraint in (11), the Lagrange multiplier λ can be

computed as BHW0 = ηB∗
0 = BHR̃−1

y (rx,0 − λB), yielding

λ =
BHR̃−1

y rx,0 − ηB∗
0

BHR̃−1
y B

=
Psλ

∗
abA

∗
0 − ηB∗

0

λb
. (14)

The left filter is derived by substituting (14) into (13). The right filter
is similarly derived. Hence, the left and the right filters, which we
will refer to as BMWF-IRη , are given by

W0,BMWF-IRη = PsA
∗
0

(
R̃−1

y A −
λ∗
ab−

ηB∗
0

PsA∗
0

λb
R̃−1

y B

)
,

W1,BMWF-IRη = PsA
∗
1

(
R̃−1

y A −
λ∗
ab−

ηB∗
1

PsA∗
1

λb
R̃−1

y B

)
.

(15)

By comparing (9) and (15), it can be observed that the filters
of the BMWF-IR0 and BMWF-IRη are quite similar (and equal for
η = 0). Note however that the BMWF-IRη filters in (15) are in
general not parallel1.

Since the BMWF-IRη satisfies the constraints in (11) for the in-
terfering source, the RTF of the interfering source at the output of
the BMWF-IRη is equal to the input RTF, i.e.

RTFout
u =

WH
0 B

WH
1 B

=
ηB0

ηB1
= RTFin

u . (16)

1For η �= 0, the BMWF-IRη filters are only parallel if A0/A1 =

B0/B1, i.e. RTFin
x = RTFin

u .

Hence, the BMWF-IRη preserves the binaural cues of the interfering
source. On the other hand, the RTF of the desired source at the output
of the BMVDR-IRη is equal to

RTFout
x =

WH
0 A

WH
1 A

=
Psλa

(
A0(1− Λ) + ηB0

Λ
Psλab

)
Psλa

(
A1(1− Λ) + ηB1

Λ
Psλab

) , (17)

with Λ = |λab|2
λaλb

≤ 1. Hence, for the desired source the output

RTF is not equal to the input RTF, such that the binaural cues are
distorted. Note however that for (very) small values of η, the output
RTF of the desired source is (very) close to the input RTF.

3.3. BMWF-IR with additional filter for the interfering source
(BMWF-IRη-B)

The second proposed extension of the BMWF-IR0 is related to the
BLCMV beamformer [13, 16]. The BLCMV beamformer is de-
signed to reproduce the desired source component of both reference
microphone signals without distortion, while minimizing the overall
noise power and reducing the directional interfering source by the
same amount in both hearing aids, i.e.

minW0
WH

0 RvW0 subject to CHW0 = b0,

minW1
WH

1 RvW1 subject to CHW1 = b1,
(18)

with the constraint set equal to

C =
[
A B

]
, b0 =

[
A∗

0

ηB∗
0

]
, b1 =

[
A∗

1

ηB∗
1

]
, (19)

where η is the cue gain factor as defined above. The filters solv-
ing (18) are given by:

W0 = R−1
v C

[
CHR−1

v C
]−1

b0,W1 = R−1
v C

[
CHR−1

v C
]−1

b1.

(20)

The left and the right filters of the BLCMV beamformer can be de-
composed as a combination of two beamformers, i.e.

W0 = WX,0 + ηWU,0, W1 = WX,1 + ηWU,1. (21)

On the one hand, WX,0 and WX,1 denote the left and the right filters
of the so-called desired source BLCMV (D-BLCMV) beamformer,
which reproduce the desired source while entirely canceling the in-
terfering source, i.e. solving (18) with

b0 =

[
A∗

0

0

]
, b1 =

[
A∗

1

0

]
. (22)

On the other hand, WU,0 and WU,1 denote the left and the right fil-
ters of the so-called undesired source BLCMV (U-BLCMV) beam-
former, which reproduce the interfering source while entirely can-
celing the desired source, i.e. solving (18) with

b0 =

[
0
B∗

0

]
, b1 =

[
0
B∗

1

]
. (23)

In [18], it was proven that the BMWF-IR0 can be decomposed
into the D-BLCMV beamformer (i.e. the BLCMV beamformer with
η = 0) followed by a single-channel Wiener postfilter, i.e.

W0,BMWF-IR0 =
ρ

μ+ ρ
WX,0, W1,BMWF-IR0 =

ρ

μ+ ρ
WX,1, (24)
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where ρ = Psγa(1 − Γ) is the output signal-to-noise ratio (SNR)
of the D-BLCMV beamformer, with γa = AHR−1

v A, γab =

AHR−1
v B, γb = BHR−1

v B, and Γ = |γab|2
γaγb

. Since adding an iden-

tical postfilter to both sides of the D-BLCMV beamformer will not
affect the binaural cues, the binaural cues of the output signal of the
BMWF-IR0 and the D-BLCMV beamformer are equal.

Contrary to the BLCMV beamformer, which only utilizes spa-
tial information, we now propose to additionally exploit the spec-
tral characteristics of the sources by replacing the D-BLCMV beam-
former in (21) with the BMWF-IR0, i.e. the D-BLCMV beamformer
followed by a single-channel postfilter, yielding

W0,BMWF-IRη -B = W0,BMWF-IR0 + ηWU,0,
W1,BMWF-IRη -B = W1,BMWF-IR0 + ηWU,1,

(25)

which we will refer to as BMWF-IRη-B.

Since the BMWF-IR0 preserves the binaural cues of the desired
source and since the U-BLCMV beamformer steers a null towards
the desired source, the RTF of the desired source at the output of the
BMWF-IRη-B is equal to the respective input RTF, i.e.

RTFout
x =

A0 + 0

A1 + 0
= RTFin

x . (26)

In addition, since the BMWF-IR0 steers a null towards the interfer-
ing source and since the U-BLCMV beamformer satisfies the con-
straints for the interfering source, the RTF of the interfering source
at the output of the BMWF-IRη-B is equal to the respective input
RTF, i.e.

RTFout
u =

0 + ηB0

0 + ηB1
= RTFin

u . (27)

Hence, the BMWF-IRη-B preserves the RTFs of both the desired
and interfering sources.

4. EXPERIMENTAL VALIDATION

The performance of the algorithms was evaluated using Behind-The-
Ear impulse responses (IRs) from [19] at a sampling frequency of 16
kHz. To verify the theoretical analysis, we used actual IRs and artifi-
cial sources, hence circumventing any estimation errors issues2. All
experiments were carried out using M = 4 microphones, i.e. two
microphones on each hearing aid. The acoustic scenario comprised
one desired source at θx = −30o and 1m from the listener, one in-
terfering source at θv = 45o and 1m from the listener3, and diffuse
noise. The reverberation time was approximately 400 ms. Two dif-
ferent stationary signals with speech-shaped PSDs Ps and Pu were
selected as the desired and interference input signals. A cylindri-
cally isotropic noise field was simulated by averaging the anechoic
IRs from [19]. The noise PSD was modelled as speech-shaped noise
calculated by averaging multiple speech PSDs. For all algorithms,
the trade-off parameter μ was set to 1. The BMWF-IRη and BMWF-
IRη-B were evaluated for η equal to 0.1 and 0.2.

We compared the performance of the considered algorithms
in terms of the (wide-band) signal-to-interference-and-noise ra-
tio (SINR), which is defined as the ratio of the average PSDs of the

2Note that for implementing the algorithms it is sufficient to estimate the
relative ATFs rather than the ATFs of the desired and interfering sources.
Relative ATF estimation procedures can be found in [20–23].

3The proposed beamformers can be generalized to multiple interferers
similar to [16].

desired and the total undesired sources (i.e. interference plus back-
ground noise) over all frequency bands. The results for various input
SNRs and SIRs are summarized in Table 1. It can be observed that
the BMWF yields a large SINR for all scenarios compared with the
other considered algorithms. By setting the input SIR to 0 dB, the
SINR of the BMWF-IR0 is comparable for both BMWF-IRη , and
BMWF-IRη-B for η = 0.1. The SINR of both extensions degrades
for η = 0.2 (due to lower interference reduction). By setting the
input SIR to 10 dB, the SINR of the BMWF-IR0 degrades compare
to both BMWF-IRη , and BMWF-IRη-B, due to the null constraint
directed towards the interfering source.

SINR improvement
SNRIN SIRIN MWF IR0 IRη IRη IRη-B IRη-B

(0.1) (0.2) (0.1) (0.2)
0 0 10.65 9.89 9.78 8.87 9.78 8.82
0 10 8.37 6.60 6.87 6.91 6.88 6.90

Table 1: SINR improvement (in dB) relative to the left signal obtained by
the BMWF, BMWF-IR0, BMWF-IRη(η), and BMWF-IRη-B(η).

ILDu error ILDx error
SNRIN SIRIN MWF IR0 IRη IRη IRη-B IRη-B

(0.1) (0.2) (0.1) (0.2)
0 0 15.9 NaN 1.67 2.7 0 0
0 10 15.9 NaN 1.67 2.7 0 0

ITDu errors ITDx errors
SNRIN SIRIN MWF IR IRη IRη IR-B IR-B

(0.1) (0.2) (0.1) (0.2)
0 0 307μs NaN 162μs 157μs 0 0
0 10 307μs NaN 162μs 157μs 0 0

Table 2: ILD error (in dB) and ITD error (in μs) obtained by the BMWF,
BMWF-IR0, BMWF-IRη(η), and BMWF-IRη-B(η).

The binaural cue preservation performance was analyzed by cal-
culating the ILD and ITD errors, averaged over all frequencies, for
the desired and interfering sources. The ILD and ITD cues were cal-
culated according to (5) and are summarized in Table 2. Both the
BMWF and BMWF-IR0 preserve the binaural cues of the desired
source, as well as the BMWF-IRη and BMWF-IRη-B, preserve the
binaural cues of the interfering source and therefore omitted from
the table due to space constraints. Since the BMWF filters are par-
allel, hence imposing on all sources the binaural cues of the desired
source, the resulting ILD and ITD errors for the interfering source
are very high. In contrast, both the BMWF-IRη and BMWF-IRη-
B preserve the binaural cues of the interfering source. The binaural
cues of the desired source are preserved for the BMWF-IRη-B, while
small ILD and ITD errors are obtained for the desired source when
the BMWF-IRη is applied.

5. CONCLUSION

In this paper, we proposed two extensions of the BMWF-IR0 de-
signed to estimate the desired source and control the amount of in-
terference reduction in a noisy and reverberant environment. Both
proposed extensions are capable of preserving the binaural cues of
the interfering source. While the BMWF-IRη-B preserves the bin-
aural cues of the desired source, the BMWF-IRη slightly distorts it.
The noise reduction performance of both extensions is comparable
to the original BMWF-IR0.
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