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ABSTRACT

Audio applications often suffer from the acoustic feedback problem

which leads to significant sound quality degradation and howling

in the worst case. Many solutions exist to minimize the effect of

feedback. However, it is not trivial to evaluate these solutions. In

this work, we focus on intrusive howling detection methods by com-

paring a test signal to a known reference signal without howling.

Traditional howling detection methods are less reliable when acous-

tic feedback control systems make use of some decorrelation tech-

niques, such as frequency shifting and/or probe noise injection. In

this paper, we propose two new simple detection methods which are

robust against these processing strategies.

Index Terms— Howling detection, acoustic feedback, hearing

aids, spectral divergence, false alarm.

1. INTRODUCTION

Acoustic feedback is a phenomenon which occurs when micro-

phones of an audio device pick up the output loudspeaker signals

from the same device, and an acoustic loop is thereby created. The

acoustic feedback problem often causes significant sound quality

degradation in audio systems. In the worst case, the audio system

becomes unstable and clearly audible howling occurs. Some typ-

ical audio devices suffering from the feedback problem are public

address systems and hearing aids.

Fig. 1 illustrates the acoustic feedback problem in a simple hear-

ing aid system; for convenience, we denoted all signals as discrete

signals with the time index n. The main goal of the hearing aid is to

amplify the incoming signal x(n) [1–3], the output loudspeaker sig-

nal u(n) is ideally the amplified version of x(n), the forward path

amplification is simply modelled by a time-varying finite impulse

response f(n). The acoustic feedback problem occurs as the loud-

speaker signal u(n) partly returns to the microphone as the feedback

signal v(n) through the acoustic feedback path modelled by the fi-

nite impulse response h(n).
Many solutions exist to minimize the effect of the acoustic feed-

back problem, see, e.g., [4] and the references therein. One of the

best solutions so far is by using an adaptive filter ĥ(n) in a system

identification configuration [5]. The adaptive filter ĥ(n) estimates

the true acoustic feedback path h(n) and it generates a cancellation

signal v̂(n). Ideally, ĥ(n) = h(n) and we get a perfect cancellation,

i.e., v̂(n) = v(n) and e(n) = x(n). Some of the state-of-the-art

feedback control systems can be found in [6–20].

In practice, perfect cancellation can not be achieved, and an-

other question thereby arises: how effective is a specific feedback
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Fig. 1. A simple hearing aid system with acoustic feedback control.

control system to remove feedback? Unfortunately, there are so far

no standardized evaluation methods. An evaluation of a feedback

control system needs typically to cover different aspects such as

feedback cancellation performance and sound quality degradation,

see, e.g., [17]. The feedback cancellation performance typically re-

lates to the highest amplification in f(n) before the audio system

becomes unstable, an example measure of this type is the maximum

stable gain [21, 22]. However, this type of evaluation is not directly

related to sound quality, which is another important issue in eval-

uations of feedback cancellation performance. There are different

types of sound quality degradation, see, e.g., [17]. In this work, we

focus on methods to determine the extreme case of the sound quality

degradation —howling—.

There are two general types of howling detection. The first type

is the so-called non-intrusive howling detection without a known ref-

erence signal. It is typically used together with a notch-filter-based

howling suppression to control feedback, see, e.g., [23] and the ref-

erences therein; the microphone signal y(n) is typically used for the

howling detection, which is often based on an analysis of the signal

power of potential howling components compared to their frequency

harmonics, and their neighbors in the time and frequency domains.

The second type of howling detection, the intrusive howling de-

tection, has another goal. It is used for offline evaluation purposes

only, and it performs detection by comparing a test signal to a known

reference signal without howling, which is not available in the non-

intrusive detections. With the access to the reference signal, this

second type of howling detection is generally more reliable. We fo-

cus on this second type of howling detection in this work. A fast and

reliable howling evaluation of this type is desirable to shorten the

time needed to design and verify acoustic feedback control systems.

Some recently proposed evaluation criteria are power concentra-
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tion ratio [24] and transfer function variation [25]. However, both

criteria require that a white noise signal is used as the incoming

signal x(n) to the hearing aid, which provides a perfect condition

for acoustic feedback cancellation systems; most (if not all) modern

hearing aids handle this situation well without any howling. In con-

trast to this perfect condition, we are more interested in evaluating

how often does a hearing aid howl in a much more challenging sit-

uation, e.g., when x(n) contains tonal components such as most of

music signals and alarm tones.

Modified versions of power concentration ratio are proposed

in [26, 27] to allow colored incoming signals x(n). Moreover, sim-

ple measures that work for colored signals x(n) are presented to

determine instability by comparing a feedback-free reference signal

and a test signal [7, 26]. However, although these measures are gen-

erally very useful, we found that they are not reliable when certain

feedback cancellation techniques are applied, such as probe noise in-

jection and frequency shifting, more details of these techniques can,

e.g., be found in [4, 17]. These signal processing techniques cre-

ate additional signal components, which are not howling-related, but

they can cause false howling detections.

In this work, we propose two new detection methods which work

well for traditional feedback cancellation systems, and they are also

robust against probe noise injection and frequency shifting. The first

method is a further development of the howling detection based on

the output-to-reference signal ratio [27], which determines howling

over time by comparing broadband short-time signal energies be-

tween the output and reference signals. We include additional pro-

cessing such as frequency range limitation and comparisons of both

absolute and relative power levels. Furthermore, it detects howling

in both the time and frequency domains.

The extended output-to-reference signal ratio measure turns out

to be very reliable to detect howling, but it has limited ability to

sound quality evaluation due to its binary decision characteristic.

Therefore, we developed another method based on spectral shape

divergence. The similarity between the spectra of the test and the

reference signals is determined, and we declare howling when the

similarity measure exceeds a certain threshold value. The similarity

measure is a continuous measure, and a mapping to perceived sound

quality is possible, although we consider this part as future work.

In Sec. 2 we present the proposed howling detection methods.

We comment on the key elements of these two methods in Sec. 3.

After that, we verify both methods by comparing their outputs to

human listener detection results in Sec. 4. Finally, Sec. 5 concludes

the paper.

2. HOWLING DETECTION METHODS

As mentioned in the introduction, both proposed howling detection

methods compare a test signal t(n) to a reference signal r(n).
The test signal t(n) is the processed hearing aid loudspeaker

signal u(n) with desired settings in f(n), and it is affected by the

feedback signal v(n) as shown in Fig. 1. On the other hand, the

ideal reference signal is given by the hearing aid output signal u(n)
without feedback, i.e., v(n) = 0.

There are several methods to create the reference signal r(n).
In a very simple case, the reference signal r(n) can be modeled as

the incoming signal x(n) compensated with a delay and an ampli-

fication according to f(n). More sophisticated methods exist such

as normalizing the incoming signal x(n) with the spectral shape of

f(n), estimating the reference signal as r(n) = α ·u(n) after lower-

ing the amplitude of f(n) by a factor of α to achieve v(n) ≈ 0 etc.,

see more examples in, e.g., [27]. In this work, the reference signal

r(n) is simply obtained by lowering the amplification of f(n) using

the factor α = 2 and subsequently creating r(n) = 2 · u(n).
In the following, first we present the common part of both detec-

tion methods, then we present the remaining parts of each of them.

2.1. Preprocessing - The Common Part

In this section, we present the initial processing of the reference and

test signals r(n) and t(n), respectively. This process includes the

time-frequency (T-F) domain transformation, frequency range limi-

tation, T-F domain smoothing, and the normalization. We perform

identical processing on r(n) and t(n), for simplicity we only show

these for r(n).
First, we compute the T-F representation Rf (m

′, k) using the

short-time Fourier transform, as

Rf (m
′, k) =

∣

∣

∣

∣

∣

NDFT −1
∑

l=0

w(l)r(kND + l)ej2πlm′/NDFT

∣

∣

∣

∣

∣

, (1)

where NDFT is the DFT size, ND is the decimation factor, m′ =
0, ..., NDFT − 1 is the frequency index, and k = 0, ... is the T-F

domain time index, w(l) with l = 0, ..., NDFT − 1 is a window

function.

Then, we discard the values of Rf (m
′, k) at the very low and

high frequencies such as m′ < ml and m′ > mh, where ml < mh

and ml,mh ∈ [0, NDFT /2]. We refer to the resulting matrix as

Rl(m, k), where m = 0, 1, ..., M − 1.

The next step is to smooth Rl(m, k), by using a 2-D filter

b(lm, lk) with the dimension Lm × Lk, as

Rs(m,k) =

Lm−1
∑

lm=0

Lk−1
∑

lk=0

b(lm, lk)Rl(m− lm, k − lk). (2)

Similarly, we obtain Ts(m,k) for the test signal t(n).
Finally, we normalize Rs(m,k) and Ts(m, k) so that a con-

stant signal level is ensured at this stage. For the extended output-

to-reference signal ratio method described in Sec. 2.2, we normalize

Rs(m, k) and Ts(m, k) as

R1(m,k) =
Rs(m, k)

σr
, (3)

T1(m,k) =
Ts(m,k)

σt
, (4)

where σr and σt denote the standard deviation of the reference signal

r(n) and the test signal t(n), respectively.

For the spectral divergence based method described in Sec. 2.3,

we normalize Rs(m, k) and Ts(m,k), so that the spectrum at each

time index k has unit-sum, as

R2(m,k) =
Rs(m, k)

∑M−1

l=0
Rs(l, k)

, (5)

T2(m,k) =
Ts(m,k)

∑M−1

l=0
Ts(l, k)

. (6)

Moreover, we define the difference ratio Dx(m, k), for x = 1, 2, as

Dx(m, k) =
Tx(m, k)

Rx(m, k) + δ
, (7)

where δ is a small positive scalar to ensure numerical stability. The

same designation of δ is also used in Sec. 2.3.
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2.2. Extended Output-to-Reference Signal Ratio Method

In this method, the detection principle is based on a comparison of

absolute and relative signal levels. We start the detection by declar-

ing all T-F units as howling regions by setting H1(m, k) = 1 for all

m and k; then we go through different steps to assess if any unit can

be declared as howling-free.

First, we declare the regions with low absolute levels, i.e., the

test signal T1(m,k) is below the threshold λa, as howling-free,

H1(m,k) =

{

0 if T1(m, k) < λa,
H1(m, k) otherwise.

(8)

Second, we compare the test and reference signals and declare the

regions with only a small amplification as howling-free regions

H1(m, k) =

{

0 if D1(m, k) < λr,
H1(m, k) otherwise.

(9)

Moreover, we can optionally declare the neighboring regions of

D1(m, k) < λr as howling-free at this stage.

Finally, we correct all howling detection results H1(:, k) at each

time index k by comparing the feedback to signal power FSR(k) to

a threshold λf ,

H1(:, k) =

{

0 if FSR(k) < λf ,
H1(:, k) otherwise,

(10)

where the FSR(k) is given by

FSR(k) =

∑M−1

l=0
(T1(l, k)H1(l, k))

2

∑M−1

l=0
(T1(l, k)(1−H1(l, k)))

2
. (11)

Should we only be interested in howling occurrence over time, we

can simply ignore the frequency information by declaring howling

h1(k) as

h1(k) = max
m

H1(m, k). (12)

2.3. Spectral Divergence Based Method

This method is based on the spectral difference R2(m, k) and

T2(m, k), and we use the Kullback-Leibler divergence measure

KL(k) [28] to express the difference, as

KL(k) =

M−1
∑

m=0

T2(m,k) log 2 (D2(m, k) + δ) . (13)

Moreover, several additional measures such as spectral flatness mea-

sure SFM(k), the correlation measure C(k), and the signal ratio

SR(k) are used to modify KL(k) to make it more reliable. The

spectral flatness measure SFM(k) is computed as [29],

SFM(k) =

(

∏M−1

l=0
D2(l, k)

) 1

M

1

M

∑M−1

l=0
D2(l, k) + δ

. (14)

The correlation measure C(k) is determined by

C(k) =

{

1 if c(k) > λc,
0 otherwise,

(15)

where c(k) is the Pearson’s correlation coefficient between D2(:, k)
and T2(:, k). Furthermore, the signal ratio SR(k) is expressed by,

SR(k) = max

(

∑M−1

l=0
T 2

2 (m, k)
∑M−1

l=0
R2

2
(m, k) + δ

, 1

)

. (16)

The corrected KL(k) measure ξ(k) is then computed as

ξ(k) = (1− SFM(k)) · C(k) · SR(k) ·KL(k). (17)

Finally, the howling detection h2(k) is determined by comparing the

measure ξ(k) to a threshold λh, as

h2(k) =

{

1 if ξ(k) > λh

0 otherwise.
(18)

3. DISCUSSIONS

In this section, we discuss the various stages presented in Sec. 2. In

general, we designed both methods based on a few howling char-

acteristics, e.g., the high energy concentration at the howling fre-

quency(ies), leading to a peaky spectrum with single/multiple peaks.

3.1. Preprocessing

In Sec. 2.1, we created Rl(m,k) from Rf (m
′, k), because howling

occurs relatively rare at the very low and high frequencies in a hear-

ing aid system; it is due to the characteristics of typical feedback

paths h(n) and the applied microphones and loudspeakers. Nev-

ertheless, this step can easily be bypassed by setting ml = 0 and

mh = NDFT /2.

In (2), we performed a smoothing in the T-F domain. The

smoothing effect can also be obtained by using other parameters

NDFT and ND in (1). However, we prefer the smoothing to be a

separate step, since it keeps the T-F resolution and the smoothing

independent of each other. Moreover, the normalization in (3)-(6)

ensures that signal level independent parameter values can be used

for the remaining calculations.

3.2. Extended Output-to-Reference Signal Ratio Method

Equation (8) utilizes the fact that the T-F units R(m, k) with very

low signal energy are unlikely to be feedback howling. Furthermore,

howling would typically lead to that T1(m,k) ≫ R1(m, k), which

is the detection criterion in (9). Finally, we compare the energies be-

tween the frequency units declared to contain feedback howling (the

numerator) and the remaining howling-free units (the denominator)

at each time index k in (11); the underlying assumption was that the

howling region contains much more energy.

Each stage is very simple in this method; the main challenge in

using this method is to determine the appropriate threshold values

λa, λr, and λf . We refer to Sec. 4 for more details.

3.3. Spectral Divergence Based Method

In this method, we initially use the Kullback-Leibler divergence

measure KL(k) to determine the difference between R2(m, k) and

T2(m, k) in (13). This measure is originally known from probability

and information theory. In principle, any divergence measure can

be used at this stage; however, we found the KL(k) measure to be

reliable and it is thereby chosen.

Although howling always leads to a large numerical value

of KL(k) because of the significant difference in R2(m,k) and
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T2(m, k), a large value of KL(k) does not necessarily mean the

presence of howling. This could be the case when probe noise

injection or frequency shifting is applied in the forward path of an

acoustic feedback cancellation system. Hence, we need to modify

the measure KL(k) for more reliable howling detection.

The spectral flatness measure SFM(k) ∈ [0, 1] in (14) deter-

mines how peaky the difference spectrum D2(m, k) is. If howling

occurred, the difference spectrum D2(:, k) at a given time index k is

peaky, i.e., there are few values in D2(m,k) which are significantly

larger than the remaining values, because T2(m, k) ≫ R2(m, k) at

the T-F units m and k, and SFM(k) → 0. Otherwise, D2(m, k)
should be relatively flat, it means that there is no big difference be-

tween its lowest and highest values and SFM(k) → 1. Using

SFM(k) in (17) ensures that only large spectral divergence due to

a peaky difference spectrum D2(m,k) is encountered.

Furthermore, the correlation measure C(k) in (15) is specifically

introduced to deal with probe noise injection in feedback cancella-

tion systems. When a probe noise signal is generated using spec-

tral masking effect, see, e.g., [16], the spectral shape of the gen-

erated probe noise in the presence of a tonal signal can be very

peaky. Hence, SFM(k) is not sufficient to correct the large value

of KL(k) due to the presence of a probe noise with peaky spec-

trum. Therefore, we introduced the measure C(k) in (15) to correct

KL(k) in (17). In the case that the spectrum T2(m, k) is dominated

by a tonal signal, D2(m,k) is dominated by the probe noise with a

peaky but broadband spectrum, it gives thereby C(k) = 0.

Finally, we introduced the measure SR(k) in (16); a large value

of KL(k) shows only a large difference between R2(m, k) and

T2(m, k), but it does not take into account the fact of T2(m,k) ≫

R2(m, k) during howling. Hence, we lower the value of KL(k) if

the signal R2(m,k) has more energy than T2(m, k). This step is

similar to (9) in the first method.

To summarize, this spectral divergence method provides a con-

tinuous measure ξ(k), and we only use a single threshold λh to

determine howling. In this method, we do not have the frequency

information about howling as the first method presented in Sec. 2.2.

However, it should be possible to adapt the continuous measure ξ(k)
to evaluate sound quality, which we consider as future work.

4. VERIFICATIONS

In total, we successfully verified both detection methods in 86 test

cases with different signals and hearing aid settings, with either sim-

ulated or recorded hearing aid output signals. In the following, we

present two example verification experiments.

In both cases, we use an incoming signal x(n) which has a du-

ration of 600 s. It consists of different segments including an initial

white noise sequence and challenging tonal signals. Fig. 2 shows the

spectrogram of the incoming signal x(n) consisting of 60 s of white

noise, 30 s of castanets music, 35 s of kettle whistling, 100 s of clas-

sical music, 120 s of flute music, 20 s of bird song, 20 s of cicada

song, 62 s of pings (varying intervals), and 153 s of pure tones.

We perform the verification using computer simulations. The

hearing aid parameters are set for a moderate hearing loss. Due to

the relatively large amplification, the hearing aid system would be

unstable with constant howling (at approximately 3 kHz) without a

properly working feedback control system. In the first experiment,

the hearing aid utilizes a frequency shifting of 10 Hz in its feedback

control system, whereas in the second experiments we use probe

noise injection in the hearing aid feedback control system.

In both cases, the hearing aid is kept stable due to the use of feed-

back control systems. However, simple howling measures would fail
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Fig. 2. The spectrogram of the incoming signal x(n).

Table 1. Howling periods [s-s] when using frequency shifting.

Detection Reference Method 1 Method 2

Howling #1 237.3 - 237.6 237.1 - 237.9 237.3 - 237.5
Howling #2 263.5 - 263.8 263.3 - 264.2 263.6 - 263.8
Howling #3 520.8 - 521.2 520.8 - 521.4 520.9 - 521.0

Table 2. Howling periods [s-s] when using probe noise injection.

Detection Reference Method 1 Method 2

Howling #1 360.0 - 360.1 360.1 - 360.4 360.0 - 360.3

Table 3. False alarm periods [s-s] using a traditional evaluation.

Music Signals Castanets Classic Flute

False Alarms 69.4 - 71.1 186.1 - 187.2 323.8 - 324.2

because of the artifacts introduced by the frequency shifting and the

probe noise injection, although these artifacts might not be audible.

Furthermore, we repeatedly modify the acoustic feedback path h(n)
during the simulations to provoke audible howling [30].

In our simulations, we choose NDFT = 512, ND = 256,

ml = 17, mh = 240, and b(lm, lk) =
1

64
, where lm = 0, ..., 15 and

lk = 0, ..., 3. Furthermore, we already determined optimal parame-

ter values at each stage in (8)-(18) in a pre-design phase, according to

observed signal statistics; these values were found to be λa = −105
dB, λr = 20 dB, λf = −16 dB, λc = 0.3, and λh = 0.2. We used

these values in the verification phase as well.

Table 1 and 2 show the detection results in the experiments with

frequency shifting and probe noise injection, respectively. The de-

tection results include both methods proposed in Sec. 2 and the howl-

ing detections determined by expert listeners, which are used as the

reference. In both cases, the results indicate howling occurrences

over time, and both proposed methods provide consistent results

without false alarms, which are perfectly in line with the references.

In comparison, we often obtain false alarms in music and speech

regions when evaluating probe noise processed signals using tradi-

tional methods based on power comparison; this is due to additional

signal components (even inaudible) with significant power are intro-

duced [17]. Table 3 shows selected false alarm examples when using

a simple measure, the output-to-reference signal ratio [27], on probe

noise processed music signals. Similarly, traditional measures often

classify frequency shifted spectral contents as howling.

Moreover, should one be interested in determining the exact

howling frequency, our extended signal ratio method is very robust

(although not illustrated due to space limitations).

5. CONCLUSION

In this work, we presented two new howling detection methods for

hearing aids. In contrast to existing howling detection methods,

both provide reliable results for colored incoming signals x(n), and

even more importantly, they are reliable in the presence of feedback

control system artifacts introduced by frequency shifting and probe

noise. Both methods can detect howling very precisely, as we veri-

fied by simulations and with recorded hearing aid output signals.
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