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ABSTRACT
Estimating the noise power spectral density (PSD) is essential
for single channel speech enhancement algorithms. In this
paper, we propose a noise PSD estimation approach based on
regional statistics. The proposed regional statistics consist of
four features representing the statistics of the past and present
periodograms in a short-time period. We show that these fea-
tures are efficient in characterizing the statistical difference
between noise PSD and noisy speech PSD. We therefore pro-
pose to use these features for estimating the speech presence
probability (SPP). The noise PSD is recursively estimated
by averaging past spectral power values with a time-varying
smoothing parameter controlled by the SPP. The proposed
method exhibits good tracking capability for non-stationary
noise, even for abruptly increasing noise level.

Index Terms— noise PSD, speech presence probability,
regional statistics.

1. INTRODUCTION

Noise power spectral density (PSD) estimation is an essen-
tial prerequisite for single channel speech enhancement algo-
rithms [1, 2, 3]. For non-stationary noise, the PSD is gener-
ally estimated locally in the time-frequency domain. Local
minimum of the smoothed noisy signal power spectrogram
is often employed, such as the minimum statistics algorithm
[4, 5], the minima controlled recursive averaging (MCRA) [6]
and improved MCRA (IMCRA) [7] algorithms. If the speech
signal is continuously present in the noisy speech mixture sig-
nal, these minimum-based methods are prone to overestima-
tion of the minimum, especially if the search window is too
short. Conversely, when the noise power is rising, the mini-
mum detection may provide underestimated noise PSD, and
the tracking delay will be large if the search window is too
long. Other techniques, such as subspace-DFT [8] and min-
imum mean-squared error (MMSE) based estimators [9, 10],
do not depend on minimum tracking, but rather use a weight-
ing function optimal in the MMSE sense for estimating the
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noise PSD. When the noise power abruptly rises, the so-called
safety-net [9] is adopted to shorten the adaptation time of the
noise PSD tracking, i.e., if the minimum value of the peri-
odograms in a search window is larger than the current noise
PSD estimation, the latter will be replaced with the corre-
sponding minimum value. However, the adaptation time is
still too long due to the large search window.

Besides, IMCRA [7] uses a time-varying smoothing pa-
rameter, adjusted by the SPP, to average the past spectral
power values. The SPP is estimated based on the a posteriori
and a priori signal-to-noise ratios. Here, we adopt such a
time-varying smoothing approach for estimating the noise
PSD. However, we propose to estimate the SPP by using four
statistical features, namely Normalized Variance, Normalized
Differential Variance, Normalized Average Variance and Me-
dian Crossing Rate. These features are recursively computed,
and represent the statistics of the periodograms in the region
of approximately past 0.2 s. They will be therefore referred to
as regional statistics. In this short-time period, the noise-only
PSD is assumed to be an uncorrelated stationary process,
whereas the speech PSD is considered to be non-stationary
to some extent, and correlated between adjacent frames. The
regional statistics of periodograms can efficiently character-
ize the statistical difference between noise PSD and noisy
speech PSD, and hence enable to infer a reliable SPP esti-
mator. Since the estimation of SPP refers only to the signal
PSD in the past 0.2 s, the proposed noise PSD estimator has a
short response time and is therefore suitable for tracking the
non-stationary noise. Although the validity of the regional
statistics is based on the assumption that the noise PSD is
stationary in a short-time period, experiments show that the
proposed noise PSD estimator works well even for abruptly
changing noise power, e.g., with changing rate of 10 dB/s.

2. NOISE PSD ESTIMATION

Let us consider an additive speech + noise single-channel
mixture signal. In time-frequency domain, the signal is writ-
ten as

X(k, l) = S(k, l) +N(k, l), (1)
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where X(k, l), S(k, l) and N(k, l) are the short-time Fourier
transform (STFT) coefficients of the noisy speech, clean
speech and noise signal, respectively, k is the frequency bin
and l is the frame index. S(k, l) and N(k, l) are assumed
to be independent random variables. It is shown in [11] that
the successive noise spectral magnitudes are approximately
uncorrelated if the frame overlap is not larger than 50%,
while the successive speech spectral magnitudes are corre-
lated along frames. For stationary signals, the probability
density function (pdf) of periodogram bins |X(k, l)|2 obeys
the exponential distribution [4]. Let λs(k, l) = E{|S(k, l)|2}
and λn(k, l) = E{|N(k, l)|2} denote the PSDs (or variances)
of the speech and the noise signals, respectively. If speech is
absent, the mean and variance of |X(k, l)|2 are λn(k, l) and
λ2
n(k, l), respectively.

The noise PSD is estimated in this paper by using SPP-
based recursive averaging [7]:

λ̂n(k, l) = α̃n(k, l)λ̂n(k, l − 1) + (1− α̃n(k, l))|X(k, l)|2

where α̃n(k, l) = αn + (1 − αn)p(k, l) is a time-varying
smoothing parameter, adjusted by the SPP p(k, l). The pa-
rameter αn is empirically set to 0.8 in this paper. The smooth-
ing parameter α̃n(k, l) therefore increases from 0.8 to 1 to-
gether with the increase of the SPP from 0 to 1.

In what follows, we propose an alternative SPP estimation
method based on regional statistics.

2.1. Regional statistics

First-order recursively smoothed periodogram is defined as:

P (k, l) = αxP (k, l − 1) + (1− αx)|X(k, l)|2 (2)

where the smoothing parameter αx = 0.85 is equivalent to
a smoothing window with the length of 0.2s (the signal sam-
pling rate is 16kHz, the window length and the overlap be-
tween successive STFT frames are 512 and 256, respectively).
This gives a good tradeoff between noise smoothing and non-
stationary speech signal tracking [4]. In a time period of about
0.2s, the noise PSD is assumed to be an uncorrelated station-
ary process, whereas the noisy speech PSD is non-stationary
and correlated. Four regional statistical features are proposed
to distinguish the noise and noisy speech PSD.

Figure 1(a)-(d) shows the probability density of the re-
gional statistics for noise-only and noisy speech. Stationary
white Gaussian noise (WGN) is added to clean speech signal
with SNR of 10dB. Signal duration is set to 300s. The frames
with a posteriori SNR |X(k, l)|2/λn(k, l) > 9.2 are consid-
ered as noisy speech frames. For the exponential distribution,
9.2 corresponds to the significance level of 0.01. The his-
tograms of regional statistics for noise-only and noisy speech
frames are calculated to represent the probability density.

The recursive Normalized Variance,

ϑnv(k, l) = αxϑnv(k, l − 1) + (1− αx)×
(|X(k, l)|2 − P (k, l))2/P 2(k, l) (3)

is an estimation of the variance of the past periodograms nor-
malized by P 2(k, l). The smoothed periodogram P (k, l) is
considered as the local mean value of the past periodograms.
If speech is absent, as mentioned above, the stationary expo-
nential process has the variance λ2

n(k, l), and P 2(k, l) is an
estimation of λ2

n(k, l). Thence the Normalized Variance is a
value around 1. When speech is present, specifically when the
speech PSD changes abruptly, the variance of periodograms
will be prominently larger than 1. This phenomenon can be
observed in Fig. 1(a): a large number of noisy speech frames
have larger Normalized Variance than noise frames. Com-
pared with the real noise PSD λn(k, l), the locally estimated
mean value P (k, l) is closer to the present periodogram. This
causes Normalized Variance values of noise to be less than 1,
as can be verified from Fig. 1(a).

The recursive Normalized Differential Variance

ϑndv(k, l) = αxϑndv(k, l − 1) + (1− αx)×
(|X(k, l)|2 − |X(k, l − 1)|2)2/P 2(k, l) (4)

is an estimation of the normalized variance of the differential
periodogram. When speech is absent, the noise periodograms
are supposed to be i.i.d. random variables, thence the dif-
ferential variable |X(k, l)|2 − |X(k, l − 1)|2 is zero-mean
and its variance is 2λ2

n(k, l). Therefore, ϑndv(k, l) is a value
around 2. When speech is present, if the periodogram se-
quence is smooth due to the correlation between two adjacent
noisy speech frames, ϑndv(k, l) will tend to be smaller than
2, especially for harmonic components of voiced phonemes.
Fig. 1(b) clearly shows that some noisy speech frames have
smaller Normalized Differential Variance than noise frames,
but that this is not always the case, probably due to speech
onsets and offsets.

The Normalized Average Variance represents the normal-
ized variance of the average periodogram:

ϑnav(k, l) = αxϑndv(k, l − 1) + (1− αx)×
((|X(k, l)|2 + |X(k, l − 1)|2)/2− P (k, l))2/P 2(k, l). (5)

When speech is absent, the average variable (|X(k, l)|2 +
|X(k, l−1)|2)/2 has the mean value of λn(k, l) and the vari-
ance of 0.5λ2

n(k, l). Therefore, ϑnav(k, l) is a value around
0.5. For noisy speech, if two adjacent periodograms are corre-
lated, the average periodogram (|X(k, l)|2+|X(k, l−1)|2)/2
has a value close to |X(k, l)|2 or |X(k, l − 1)|2. Therefore,
the variance of the average periodogram will be comparable
with the one of original periodogram. This is different from
the noise-only case. Comparing the probability density curve
of the Normalized Variance to the one of Normalized Average
Variance in Fig. 1(c) shows that the latter is a more distinctive
feature between noise-only and noisy speech frames.

The Median Crossing Rate represents the rate at which
the periodogram changes from positive to negative (and vice
versa) with respect to the median value of the noise-only pe-
riodograms. The median is approximately set to 0.69P (k, l)
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(a) ϑnv (b) ϑndv (c) ϑnav (d) ϑmcr (e) d̄

Fig. 1: The probability density of regional statistics for noise-only (dashed line) and noisy speech (solid line). The vertical axis and horizontal axis are the
probability density and the value of regional statistics, respectively.

according to the exponential distribution. It is computed as

ϑmcr(k, l) = αxϑmcr(k, l − 1) + (1− αx)

× I{(|X(k, l)|2 − 0.69P (k, l))

× (|X(k, l − 1)|2 − 0.69P (k, l − 1)) < 0} (6)

where the indicator function I{·} is 1 if its argument is true
and 0 otherwise. In a short time period, compared with noise-
only signal, the Median Crossing Rate is generally smaller
for noisy speech periodograms. This can be due to the high
correlation between successive speech frames as opposed to
the uncorrelated noise frames. Even during speech onsets or
offsets, the number of expected crossings in the frame is still
very small. This phenomenon can be observed in Fig. 1(d).

Compared with stationary WGN, the behavior of non-
stationary noise, such as babble noise, resembles the behavior
of speech signal. Therefore, the probability density curves
of the regional statistics will have more overlap between
non-stationary noise and speech frames. This makes it more
difficult to distinguish between noise frames and noisy speech
frames.

2.2. Speech presence probability

In order to estimate the SPP using the four regional statis-
tics features, we first concatenate them in a vector: ϑ(k, l) =
[ϑnv(k, l), ϑndv(k, l), ϑnav(k, l), ϑmcr(k, l)]

T , where T de-
notes vector transpose. Let ϑ̄ and Σ denote the expectation
vector and the covariance matrix of ϑ(k, l) for noise-only sig-
nal, respectively. Since the regional statistics of noisy speech
is expected to be significantly different from the ones of WNG
(as opposed to non-stationary noise, e.g. babble), we have in-
ferred ϑ̄ and Σ from WNG signal. The normalized distance
between an instantaneous ϑ(k, l) and the expectation vector
can then be computed as

d(k, l) = (ϑ(k, l)− ϑ̄)TΣ−1(ϑ(k, l)− ϑ̄). (7)

Then the normalized distance is smoothed using the adjacent
frequency bins and past frames, i.e. taking the average value
of the normalized distances in the frame range of [l − 3, l]
and frequency range of [k− 1, k+ 1]. The smoothed distance
is denoted as d̄(l, k). Fig. 1(e) shows the probability density

of the smoothed distance. A small number of noisy speech
frames with the smoothed distance in the range of 4-20 are
ambiguous with respect to noise/speech frames classification.

The SPP can be computed using the smoothed distance:

p(k, l) =



0, if d̄(l, k) ≤ δ1
or P (k, l) ≤ λ̂n(k, l − 1)

d̄(l,k)−δ1
δ2−δ1 , if δ1 < d̄(l, k) < δ2

and |X(k, l)|2/λ̂n(k, l − 1) < 9.2

1, otherwise.

where δ1 and δ2 are set to 4 and 8, respectively. This is
motivated as follows: (1) If d̄(l, k) ≤ δ1 (see Fig. 1(e)) or
P (k, l) ≤ λ̂n(k, l− 1), there is a high confidence that speech
is absent, thence p(k, l) is set to 0. (2) If δ1 < d̄(l, k) < δ2
(see Fig. 1(e)) and the a posteriori SNR is less than 9.2, it is
uncertain whether speech is present or not. Thence p(k, l) is
set to be a value between 0 and 1. (3) For other cases, there is
a high confidence that speech is present, thence p(k, l) is set
to 1.

3. EXPERIMENTS

In order to test the performance of the proposed method, two
state-of-the-art noise PSD estimation methods are compared,
i.e. the IMCRA method [7] and the MMSE-based method
[9]. The clean speech originates from the TIMIT database
[12] with a duration of 300s. Four types of noise are tested:
computer generated stationary WGN, non-stationary WGN,
factory noise and babble noise from the NOISEX92 database
[13]. The non-stationary WGN is generated from the sta-
tionary WGN with fluctuating variance with amplitude of
20dB. Two change rates of the noise power are designed, i.e.
10dB/s and 2dB/s, respectively. Fig. 2 shows a cycle of non-
stationary WGN, in which the noise is stationary between the
increasing period and the decreasing period with a duration
of 5s. The speech signal is contaminated by the various types
of noise with SNRs 0, 5, 10 and 15dB, respectively.

To initialize our algorithm we have assumed that speech
is absent at the first frame and that P (k, 1) = |X(k, 1)|2,
λ̂n(k, 1) = |X(k, 1)|2, p(k, 1) = 0 and ϑ(k, 1) =ϑ̄.
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Fig. 2: An instance of noise PSD estimation for non-stationary
WGN with 10dB input SNR. Left: Periodogram (dotted), smoothed
periodogram (fine solid), smoothed ideal noise PSD (heavy solid)
and the noise PSD estimation by the proposed method (red) for a
single frequency bin with the center frequency 844 Hz. The SPP is
shown in the lower graph. Right: The averaged noise PSD across
frequency.

The symmetric segmental logarithmic error (LogErr, in
dB) [8], [9] is taken as the criterion for evaluating the noise
PSD tracking performance. The frequency range of up to 8
kHz is taken into consideration for performance evaluation.
The ideal noise PSD is obtained using the smoothed noise
periodogram with smoothing parameter αx = 0.85.

In order to evaluate the performance of speech enhance-
ment, the noise PSD estimation is used in a speech enhance-
ment algorithm [1]. For all three PSD estimation methods, the
speech coefficients are estimated by the well-known MMSE
amplitude estimator [1], and the a priori SNR is estimated by
the decision-directed approach [1] with the smoothing param-
eter 0.98. After noise reduction, the output segmental SNR
(SNRseg, in dB) [8] is taken as the performance criterion.

Significance of each regional statistic. The function
of regional statistics is differentiating noise components and
noisy speech components. To assess the usefulness of each
feature of the regional statistics, we respectively remove each
feature, and only the three remaining features are used for
noise PSD estimation. The average LogErr (for all four types
of noise and four SNRs) for the four feature selection options
are 2.191, 2.190, 2.203 and 2.185 dB, respectively. The aver-
age LogErr when all four features are used is 2.171 dB. This
demonstrates that each feature contributes the discrimination
between noise-only and noisy speech components.

Noise PSD estimation results. Fig. 2 shows an instance
of noise PSD estimation. From Fig. 2(a), it can be seen that
the proposed method tracks the noise PSD changes quite well,
even for the case when the noise power abruptly rises. Fig.
2(b) depicts the averaged noise PSD. When the noise power
rises slowly (from 19s to 29s, with increasing rate of 2dB/s),
the MMSE and the proposed method can reliably track the in-
creasing noise power, and achieve similar performance mea-
sures. The IMCRA method exhibits a slight tracking delay.
When the noise power rises rapidly (from 5s to 7s, with in-
creasing rate of 10dB/s), the IMCRA method has a long re-
sponse time due to the search window, and the MMSE method

noise input LogErr (dB) SNRseg (dB)
source SNR(dB) IMCRA MMSE Prop. IMCRA MMSE Prop.

15 1.16 1.21 1.18 18.03 17.41 17.00
stationary 10 1.03 1.12 0.97 15.16 14.54 14.48

WGN 5 0.94 1.05 0.80 12.46 11.85 11.63
0 0.88 1.00 0.67 9.82 9.25 9.27

non- 15 2.86 2.46 2.33 16.14 15.77 15.66
stationary 10 2.65 2.23 1.74 12.31 12.33 12.91

WGN 5 2.52 2.02 1.31 7.86 8.70 10.43
0 2.43 1.85 1.02 2.73 4.66 8.09
15 3.48 2.99 3.29 16.19 16.13 15.71

factory 10 3.56 2.95 3.01 12.43 12.75 12.45
noise 5 3.69 2.93 2.82 8.32 9.28 9.16

0 3.83 2.93 2.67 3.76 5.56 5.70
15 3.53 2.95 3.79 10.89 15.55 15.32

babble 10 3.33 2.85 3.34 5.85 11.73 11.66
noise 5 3.38 2.85 3.06 0.60 7.76 7.82

0 3.53 2.88 2.84 -4.82 3.21 3.62

Table 1: Performance in terms of LogErr and SNRseg for various
noise sources and input SNRs (dB).

also takes a long period of time to keep up with the ideal noise
power by its safety-net procedure. The proposed method ad-
justs the smoothing parameter using the accurate estimated
SPP, and obtains a better tracking performance.

Table 1 summarizes the results of the three noise PSD es-
timation methods. For stationary WGN, the proposed method
obtains the smallest error, since most of noise/speech frames
are correctly classified. However, it achieves a similar out-
put SNR compared with the other methods. For nonstation-
ary WGN, the proposed method achieves the smallest error
and the largest output SNR. The reason is that the proposed
method has a better tracking capability for the rapidly increas-
ing noise, as shown in Fig. 2. The expectation vector ϑ̄ and
the covariance matrix Σ are inferred from stationary WGN.
However, the distinction between regional statistics feature
vector of nonstationary noise and speech becomes smaller,
thence the performance of the proposed method for nonsta-
tionary noise is worse than the performance for stationary
WGN. For nonstationary factory noise and babble noise, the
MMSE-based and the proposed method outperform the IM-
CRA method considerably, and they achieve comparable per-
formance. Roughly speaking, the proposed method performs
better when the input SNR is low (less than 10dB).

4. CONCLUSION

In this paper, we have proposed a noise PSD estimation
method, in which the speech presence probability is esti-
mated by the regional statistics. The statistics of the past
periodograms in a short-time period are valid to differenti-
ate the noise-only and noisy speech components. This SPP
estimator refers only to the information of the past (0.2 s ap-
proximately), therefore it can rapidly respond to the change
of noise level. Experiments demonstrate that the regional
statistics efficiently track the non-stationary noise.
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