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ABSTRACT

Acoustic scene mapping creates a representation of positions of au-
dio sources such as talkers within the surrounding environment of
a microphone array. By allowing the array to move, the acoustic
scene can be explored in order to improve the map. Furthermore, the
spatial diversity of the kinematic array allows for estimation of the
source-sensor distance in scenarios where source directions of arrival
are measured. As sound source localization is performed relative to
the array position, mapping of acoustic sources requires knowledge
of the absolute position of the microphone array in the room. If the
array is moving, its absolute position is unknown in practice. Hence,
Simultaneous Localization and Mapping (SLAM) is required in or-
der to localize the microphone array position and map the surround-
ing sound sources. In realistic environments, microphone arrays
receive a convolutive mixture of direct-path speech signals, noise
and reflections due to reverberation. A key challenge of Acoustic
SLAM (a-SLAM) is robustness against reverberant clutter measure-
ments and missing source detections. This paper proposes a novel
bearing-only a-SLAM approach using a Single-Cluster Probability
Hypothesis Density filter. Results demonstrate convergence to accu-
rate estimates of the array trajectory and source positions.

Index Terms— Acoustic Simultaneous Localization and Map-
ping; Acoustic scene mapping; Moving microphone arrays.

1. INTRODUCTION

Audio signals often contain information about the acoustic environ-
ment that allows for the detection of events occluded for other sen-
sors. The topic of Acoustic Scene Mapping (ASM) is hence becom-
ing increasingly popular for applications such as home automation,
teleconferencing, search-and-rescue robots, and Human-Robot In-
teraction (HRI). Acoustic scene maps represent the Cartesian posi-
tions and trajectories of sound sources in the surrounding environ-
ment. In order to obtain a scene map, instantaneous Directions-of-
Arrival (DoAs) of sources are estimated using Sound Source Local-
ization (SSL). Cartesian map feature positions are estimated over
time from the DoAs by utilizing source tracking approaches.

In realistic environments, dominant sound reflections due to re-
verberation can cause SSL approaches to estimate spurious clutter
DoAs as well as missing source detections, leading to estimation er-
rors in acoustic maps. The adverse effects of reverberation become
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particularly problematic at large source-sensor distances. The accu-
racy of acoustic maps can be improved by allowing the microphone
array to move towards key features of the map. This is particularly
useful for applications utilizing ad-hoc arrays, as well as robot au-
dition where a microphone array is installed in the head of a mobile
robot. This paper focuses on the application of HRI, such that we
consider a microphone array installed on a moving robot platform.
Nonetheless, the proposed approach is applicable to any moving mi-
crophone array. Furthermore, sound sources and signals of principal
interest are talkers and their speech signals respectively.

Allowing the microphone array, or robot, to roam freely within
its environment facilitates exploration of the acoustic scene and
hence improved mapping accuracy. However, many robots such as
the humanoid NAO by Aldebaran Robotics are not equipped with
sensors for localization of the robot position. The exact location
of the robot within its environment is therefore unknown. Assum-
ing accurate estimates of the Cartesian source positions, the robot
location can be estimated by triangulation. However, DoAs are
provided relative to the array, such that accurate knowledge of the
robot location is required to estimate the source positions.

When using mobile platforms, ASM therefore results in a
“chicken-and-egg” problem [1] of simultaneously localizing the
position of a moving microphone array conditional on the source
positions, whilst mapping the source positions conditional on the
array location. This problem is also referred to as Simultaneous
Localization and Mapping (SLAM) in the robotic community and
has received extensive attention for visual sensors, see e.g., [2, 3, 4].

Recent work on Acoustic SLAM (a-SLAM) using speech sig-
nals is limited to only a few examples including [5, 6]. This is per-
haps due to the very signficant challenges of SSL and tracking in
realistic environments. Existing a-SLAM approaches suffer under
high rates of clutter, resulting in the overestimation of the number
of sources. Hence, false tracks are initialised, leading to increased
estimation errors and making map management very difficult.

This paper proposes an approach for a-SLAM that is robust to
clutter DoAs due to reverberation. We propose a novel bearing-only
a-SLAM approach using the Single Cluster Probability Hypothesis
Density (PHD) (SC-PHD) filter [7]. The robot position is predicted
using a Rao-Blackwellised particle filter [8]. Relative to each robot
particle, a bearing-only Gaussian Mixture PHD (GM-PHD) filter [9]
is used to estimate the source positions over time. The proposed ap-
proach hence performs probabilistic a) triangulation of the sources,
b) anchoring of the robot, and c) association of DoAs and sources.

In the following, the signal model is introduced in Section 2.
Section 3 proposes the SLAM approach. Simulation results are pro-
vided in Section 4, and conclusions are drawn in Section 5.
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2. SLAM SYSTEM MODEL

2.1. State space

Let the unknown variables at each time t = 1, . . . ,∞ consist of the
time-varying robot position, rt, the number of sources, Nt, and the
random finite set [10] of sources, St , {st,n}Ntn=1, containing the
single-source states, st,n. Defining St relative to rt, the unknown
states, Xt , {(rt, (Nt,St))}, can be considered as a single-cluster
process [7] with cluster center rt and cluster points St.

The multi-source state model accounts for source initialisation,
survival between time steps, and termination, such that

St =

Nt−1⋃
n=1

P (st−1,i)

 ∪Bt, (1)

whereBt is a birth process, andP (st−1,i) = st−1,j if st−1,i persists
between t− 1 to t, and P (st−1,i) = ∅ otherwise.

The single-source states are defined as st,n ,
[
x̂t,n, ŷt,n, ẑt,n

]T
with Cartesian source position, (x̂t,n, ŷt,n, ẑt,n), relative to the
robot position. In this paper, the sources are assumed stationary, i.e.,

st,n = st−1,n + nt,n, nt,n ∼ N (03×1, Q) (2)

for process noise nt,n with covariance Q = σ2
q I4 and σ2

q � 1.
The robot position, pt =

[
xt,r yt,r ςt,r

]T , containing the
Cartesian position (xt,r, yt,r) and speed, ςt,r , is modelled as

pt = F t,r pt−1 + vt,p, vt,p ∼ N (03×1, Σt,v) (3)

where vt,p is the process noise with covariance Σt,v and the height,
zt,r , is constant and known. The dynamical model, F t, is general
but expressed as a constant velocity model in this paper, such that

F t,r =

1 0 ∆T sin γt,r
0 1 ∆T cos γt,r
0 0 1

 (4)

where ∆T is the time delay between t− 1 and t and γt,r is the robot
orientation, modelled as a random walk,

γt,r = γt−1,r + vt,γ , vt,γ ∼ N
(
0, σ2

vt,γ

)
. (5)

for process noise vt,γ with variance σ2
vt,γ . The unknown robot state

is therefore defined as rt ,
[
pTt γt,r

]T .

2.2. Measurement space

Similar to the states, let the measurements, Zt consist of the Mt

source DoAs, Ωt , {ωt,m}Mtm=1 and the robot measurements, yt ,[
zt,v zt,γ

]T , containing the velocity and orientation instructions,
zt,v and zt,γ respectively, supplied to the robot by its navigation
system in order to follow a particular path [11]. As demonstrated in
[11], zt,v and zt,γ diverge from ςt,r and γt,r due to physical imper-
fections. The robot measurements are hence modelled in this paper
as

zt,v = h pt + wt,v wt,v ∼ N
(
0, σ2

wt,v

)
(6a)

zt,γ = γt + wt,γ wt,γ ∼ N
(
0, σ2

wt,γ

)
(6b)

where wt,v and wt,γ are the speed and orientation measure-
ment noise with variances σ2

wt,v and σ2
wt,γ respectively, and

h ,
[
0 0 1 0

]
.

The DoA, ωt,m ,
[
θt,m, φt,m

]T due to source st,n for m ∈
1, . . . ,Mt, contains the inclination θ = cos−1

(
z/
√
x2 + y2 + z2

)
and azimuth φ = arctan (y/x) and is modelled as

ωt,m = g(st,n) + mt,m, mt,m ∼ N (0, R) (7)

where g(st,n) is the Cartesian-to-spherical transformation, and
where mt,m is the measurement noise with covariance, R = σ2

r I2.
The multi-source measurement process models source detec-

tions, missed detections and clutter due to reverberation, such that

Ωt =

[
Nt⋃
n=1

D(st,n)

]
∪ Ct, (8)

where Ct is the clutter process and D(st,n) = ωt,m if st,n is de-
tected and D(st,n) = ∅ otherwise.

3. ACOUSTIC SLAM USING SC-PHD FILTERS

In order to fully describe the statistics of the unknown process, Xt,
its posterior Probability Density Function (pdf) should be estimated
and propagated in time. For HRI applications, the interacting source
of interest needs to be tracked whilst situational awareness of the
environment is maintained, hence requiring tracking of multiple
sources. For multi-source tracking, however, the pdf is numerically
intractable. Rather than propagating the pdf, the posterior can be
approximated by its first-order moment, the PHD [10]. For the
single-cluster process, Xt, the SC-PHD, λ(xt|Z1:t), can be fac-
torised into the robot PHD, λ(rt|Z1:t), and the conditional source
PHD, λ(st|rt,Z1:t), such that [12]

λ(xt|Z1:t) = λ(rt|Z1:t)λ(st|rt,Z1:t), (9)

which can be estimated using the SC-PHD filter as proposed in
[12]. In this paper we propose a novel bearing-only extension of the
SC-PHD filter in order to estimate λ(xt|Z1:t) using source DoAs.
Whilst the robot PHD is estimated using a Rao-Blackwellised par-
ticle filter (see Section 3.2), the source PHD is obtained using a
GM-PHD filter (see Section 3.1). In order to estimate the Cartesian
source positions from the DoAs, we propose to induce a range es-
timate at source birth, which is subsequently propagated in time by
prediction of the Gaussian Mixture Model (GMM) components.

3.1. Bearing-only source PHD

The predicted source PHD, λ(st|rt,Z1:t−1), is given by [10],

λ(st|rt,Z1:t−1) = λb(st|rt) + λs(st|rt,Z1:t−1), (10)

where λb(st|rt) is the birth PHD of sources initialized at time t, and
λs(st|rt,Z1:t−1) is the prediction of surviving sources from t− 1.

Each DoA measurement can be either due to an existing source,
a newborn source, or clutter. Newborn sources are therefore ini-
tialised in this paper from the measurements [13]. An estimate of
the unmeasured range is also introduced at initialisation. The range
estimate is propagated in time by probabilistic triangulation as pre-
viously proposed in [9]. For each DoA in {ωt,m}Mtm=1, newborn
source states are generated by drawing P random variates m

(p)
b,0 ∼

N
([

ωTt,m, r0
]T
, Σb,0

)
for p = 1, . . . , P where r0 is the prior

range with variance σ2
r0 , and the covariance is given by Σb,0 ,

7



diag
[
R, σ2

r0

]
, where R is the measurement noise covariance in (7).

The predicted birth PHD is hence given by

λb(st|rt) =

L∑
`=1

w
(`)
b,0N

(
st |m(`)

b,0, Σb,0

)
, (11)

where L = M P , the Gaussian Mixture (GM) weights are given by
w

(`)
b,0 = Nb

L
, and Nb is the expected number of births per time step.

Recalling (2), λs(st|rt,Z1:t−1) is expressed as a GM [14], i.e.,

λs(st|rt,Z1:t−1) =

Jt−1∑
j=1

w(j)
s N

(
st|m(j)

s ,Σ(j)
s

)
, (12)

where Jt−1 is the number of GM components at t − 1, the weights
are w(j)

s = ps w
(j)
t−1 and the predicted mean, m

(j)
s and covariance,

Σ
(j)
s , are obtained from the Kalman Filter (KF) prediction equations

[15]. To account for the time-varying robot position, the prior mean,
m̂t−1 , mt−1 + pt−1 − pt, is used in the KF.

As both the newborn and surviving source components are mod-
elled using GMs, the predicted PHD in (10) is equivalent to

λ(st|rt,Z1:t−1) =

Jt|t−1∑
j=1

w
(j)

t|t−1N
(
st |m(j)

t|t−1, Σ
(j)

t|t−1

)
, (13)

where Jt|t−1 = L+Jt−1 such thatw(j)

t|t−1, m
(j)

t|t−1 and Σ
(j)

t|t−1 con-
tain the surviving and birth components from (12) and (13). Knowl-
edge is inferred from the measurements by updating the birth and
surviving components and accounting for the probability of missed
detections, such that the updated PHD, λ(st|rt,Z1:t), is, [14]

λ(st|rt,Z1:t) =

Jt−1∑
j=1

(1− pd)w(j)
s N

(
st |m(j)

s , Σ(j)
s

)

+

Jt∑
j=1

w
(j,m)
t N

(
st |m(j,m)

t , Σ
(j)
t

)
, (14)

for Jt = M Jt|t−1, where pd is the constant probability of detection
and the updated mean and covariance, m

(j)
t and Σ

(j)
t are given by

the KF correction step. The updated weights, w(j,m)
t , are given by

w
(j,m)
t =

pd w
(j)

t|t−1

`(ωt,m|rt)
N
(
ωt,m | g

(
m

(j)

t|t−1

)
, S

(j)
t

)
, (15)

where S
(j)
t is the KF innovation covariance. The term `(ωt,m|rt),

evalutes the single-source likelihood of measurement, ωt,m, being
due to either clutter, source birth or source survival, such that

`(ωt,m|rt) = κt,m +

Jt|t−1∑
j=1

pd w
(j)

t|t−1, (16)

where κt,m = λκ V U(ωt,m) is the clutter PHD for room volume V
with clutter rate, λκ. Clutter measurements are assumed uniformly
distributed, such thatU(ωt,m) denotes the uniform pdf of DoA ωt,m
between [0, 2π] in azimuth and [0, π] in inclination.

1 2 3 4 5 6 7 8 9
East, x [m]

1

2

3

4

5

6

7

8

9

N
o
rt

h
, 
y
 [
m

]

1

3

8

13 18

23

28

33

38

43

48

True robot position
a-SLAM robot estimate
Measured position
True speaker position
a-SLAM speaker estimate

Fig. 1: Acoustic scene map showing a-SLAM robot (red triangles)
and source (red squares; at t = 50) estimates; robot (orange crosses)
and source (orange asterisks) ground truth; and robot trajectory from
orientation measurements (black circles). Numbers: time stamps.

3.2. Robot PHD

Recalling the Gaussian state space model in (3), the optimal estima-
tor of the robot position, pt, is given by the KF. However, the robot
position is non-linearly dependent on the robot orientation, γt,r . The
non-linearity can be tackled using a Rao-Blackwellised particle fil-
ter [16] to estimate rt. This approach samples It hypotheses, or

particles,
{

r̂
(i)
t

}It
i=1

of the robot state. For each particle, one source
GM-PHD (Section 3.1) is evaluated. As unlikely robot states result
in low multi-source likelihood, resampling is used to ensure that only
stochastically relevant particles propagate in time.

Assume that It−1 particles, γ̂(i)
t−1 and p̂

(i)
t−1 of the robot orien-

tation and position respectively, and their associated weights, α(i)
t−1,

are available at time t − 1 for i = 1, . . . , It−1. At time t, P ran-
dom variates, γ̂(i,p)

t , can be drawn from an importance function,
π(γt,r|γ̂(i)

t−1, zt,γ) [16]. For each of the resulting It = P It−1 par-
ticles, one KF realisation is evaluated to obtain a position particle,
p̂
(i,p)
t , with covariance, Ψ

(i,p)
t . The robot PHD hence is given by

λ(rt|Z1:t) =

It−1∑
i=1

P∑
p=1

α
(i,p)
t δ

γ̂
(i,p)
t

(γt,r)N (pt|p̂(i,p)
t ,Ψ

(i,p)
t ),

where δ
γ̂
(i,p)
t

(γt,r) is the Dirac delta function of γt,r evaluated at

γ̂
(i,p)
t , and α(i,p)

t are the importance weights at t, given by

α
(i,p)
t =

L(Ωt|r(i,p)t ) α̂
(i,p)
t

It−1∑
l=1

P∑
m=1

L(Ωt|r(l,m)
t ) α̂

(l,m)
t

. (17)

α̂
(i,p)
t are the un-normalised importance weights given by

α̂
(i,p)
t = α

(i,p)

t|t−1 p(zt,γ |γ̂
(i,p)
t ) p(zt,v|p̂(i,p)

t|t−1), (18)

where p(zt,γ |γ̂(i,p)
t ) and p(zt,v|p̂(i,p)

t|t−1) are the likelihood terms of
the robot orientation and velocity obtained from the KF. The term
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Fig. 2: Euclidean distance between ground truth and a-SLAM robot
estimate compared to distance between truth and positions obtained
from the orientation measurements.

L(Ωt|r(i,p)t ) in (17) is the multi-source pseudo-likelihood given by

L(Ωt|r(i,p)t ) ,
Mt∏
m=1

`(ωt,m|r(i,p)t ), (19)

for single-source likelihood terms, `(ωt,m|r(i,p)t ), in (16).

4. RESULTS

The proposed a-SLAM approach is tested for simulated data. As
SSL accuracy depends on the choice of algorithm and array design,
the SLAM performance is evaluated independently by simulating
DoAs with measurement error covariance σ2

w = 4 deg. Clutter
is generated from a Poisson process with rate λk V = 0.5, corre-
sponding to 0 − 2 clutter DoAs per time step. The robot height
and speed are 1.2 m and 0.2 m/s respectively for T = 50 time
steps. The orientation measurement variance is σ2

wt,γ = 25 deg. 2
sources are located at (4.76, 3.65, 1.18) m and (6.02, 8.30, 1.29) m
in a 10.21× 10.33× 2.59 m room.

The SC-PHD filter is run using 10 robot particles and L = 150
source births per measurement. Any source GM components outside
of the room are reflected into the room along the estimated source
direction. In order to avoid an explosion in the computational cost,
systematic resampling [17] is applied to the robot particles. Point es-
timates of the robot state are extracted as a weighted particle mean.
The source GM components are pruned to reduce the computational
explosion as proposed in [14]; the truncation and merging thresh-
olds are set to 10−9m2 and 2m2 respectively, the maximum number
of components after pruning is set to 300. Point estimates of the
sources correspond to any components with weight ≥ 0.5 [14].

The estimated acoustic map is compared to the ground truth in
Fig. 1. The same figure also shows the robot trajectory reconstructed
from the orientation and velocity measurements using (3) without
a-SLAM. The figure clearly indicates accurate estimation of the
robot trajectory using a-SLAM. To verify this result, the Euclidean
distance between the robot estimate and ground truth is shown in
Fig. 2 and compared to the distance between the trajectory recon-
structed from measurements and the ground truth. Results show an
improvement of up to 40 cm distance error using a-SLAM.

Fig. 1 also shows that the source estimates converge towards the
ground truth position. The azimuth estimates are plotted separately
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Fig. 3: a-SLAM performance of source estimates (red triangles) in
(a) azimuth and (b) source-sensor range compared to ground truth
(blue crosses) and DoA azimuth values (black circles).

over time against the ground truth and their DoA values in Fig. 3.
Despite clutter and DoA error, no false tracks are initialized, hence
avoiding an explosion in the number of map features. Missing track
estimates are due to the method of state extraction, where the maxi-
mum weight of a source temporarily falls marginally below the ex-
traction threshold. This effect occurs when the robot moves along
a source DoA for a few steps, such that range uncertainty increases
due to reduced spatial diversity.

Moreover, the results in Fig. 1 imply that the unmeasured range
can be accurately inferred due to the spatial diversity of the moving
robot platform. The a-SLAM range estimates are compared to the
truth in Fig. 3, highlighting convergence of the range estimates.

5. CONCLUSION

This paper proposed an approach to the novel concept of a-SLAM.
It was shown that localization of a moving microphone array and
mapping of the surrounding sound sources are jointly dependent and
can be simultaneously estimated using a bearing-only SC-PHD fil-
ter. Furthermore, due to spatial diversity of the moving array, the
unmeasured distance between the sources and sensor can be inferred
from the DoAs. Results verified accurate estimation of the source
positions and range, and demonstrated accurate robot localization in
terms of Euclidean distance from the ground truth.
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