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Leader-Follower Consensus 1n
Mobile Sensor Networks

Sam Safavi, Student Member, IEEE, and Usman A. Khan, Senior Member, IEEE

Abstract—TIn this letter, we study the consensus-based leader-fol-
lower algorithm in mobile sensor networks, where the goal for the
entire network is to converge to the state of a leader. We capture
the mobility in the leader-follower algorithm by abstracting it as a
Linear Time-Varying (LTV) system with random system matrices.
In particular, a mobile node, moving randomly in a bounded re-
gion, updates its state when it finds neighbors; and does not update
when it is not in the communication range of any other node. In
this context, we develop certain regularity conditions on the system
and input matrices such that each follower converges to the leader
state. To analyze the corresponding LTV system, we partition the
entire chain of system matrices into non-overlapping slices, and re-
late the convergence of the sensor network to the lengths of these
slices. In contrast to the existing results, we show that a bounded
length on the slices, capturing the dissemination of information
from the leader to the followers, is not required; as long as the
slice-lengths are finite and do not grow faster than a certain ex-
ponential rate.

Index Terms—Data fusion, distributed algorithms, LTV systems,
sensor networks.

I. INTRODUCTION

MOBILE sensor network is composed of a collection of

mobile nodes with possibly limited sensing, communica-
tions, and computation capabilities. Since sensor mobility is be-
coming increasingly important in many practical applications,
[1]-[4], e.g., monitoring a hazardous environment where a static
network can not be deployed, mobile sensor networks have at-
tracted a significant research attention in recent years.

In sensor networks, it is often desirable that the entire net-
work reaches an agreement regarding a quantity of interest. This
problem is referred to as consensus, with applications in, e.g.,
hypothesis testing, [5]-[7], estimation, [8], [9], and diffusion,
[10]; consensus-related literature includes [11]-[16]. In some
applications, sensors should be guided to a target state by in-
troducing leaders, [17], [18]. The leader plays the role of an
input whose influence is propagated throughout the network via
a distributed algorithm, specifying the information exchange be-
tween a sensor and its neighbors, [19]. Related work on the
conditions under which the sensor states converge to the leader
state can be found in [20]-[24]; see [25] for running-consensus
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that incorporates time-varying measurements in the (non-mo-
bile) sensor updates, and also [26], [27], for second-order con-
sensus algorithms. In particular, Ref. [20] shows that the net-
work converges to the state of the leader if there exists an infinite
sequence of contiguous, non-overlapping and bounded time in-
tervals with the property that the union of the graphs across each
interval is strongly-connected.

Subsequently, Refs. [21], [22] extend the results in [20] to
directed graphs, and prove that the coordination is possible
if the union of the interaction graphs has a spanning tree fre-
quently enough. Ref. [23] presents a graph-theoretic approach
to study consensus in dynamically changing environments,
where each graph can be represented by a stochastic matrix.
Ref. [24] studies the convergence of the product of asymmetric
stochastic matrices, and relates the convergence rate to the
second largest eigenvalue of the product.

In this letter, we consider a leader-follower problem where
the sensors move randomly in a bounded region of interest and
have a limited communication range. We assume gossip-based
communication, which is widely used due to its simplicity and
robustness, [28]. In particular, we assume that only one sensor
at each iteration exchanges information with nearby sensors
and updates its state. Since the motion is random, a sensor
may not find neighbors at all times and an arbitrary sensor may
not communicate with a leader at any given time. This leads
to different update scenarios, which we discuss thoroughly in
Section II. We abstract this updating procedure by a Linear
Time-Varying (LTV) system and develop the conditions under
which this LTV system converges to the leader state regardless
of the initial conditions. In contrast to a majority of the existing
work, which deals with non-negative, stochastic matrices, the
system matrices in a dynamic leader-follower algorithm are
both stochastic or sub-stochastic, due to which the results
focusing on stochastic matrices alone are not applicable.

In order to develop the results for sub-stochastic matrices,
we introduce the notion of non-overlapping s/ices—the smallest
product of consecutive system matrices that covers the system
matrices and has an infinity norm of less than one. One such
complete slice implies information propagation from the leader
to every other node. Clearly, if this information dissemina-
tion is completed in a bounded time, i.e., the slices have a
uniform bound on their lengths, then the information from
the leader reaches the entire network infinitely often and the
asymptotic behavior can be developed rather straightforwardly.
An important contribution of this paper is to show that the
(dynamic) leader-follower algorithm converges even when the
slice lengths are unbounded; what is required is that the slices
do not grow larger at a rate faster than a certain exponential
growth. In other words, the information from the leader reaches
the rest of the network in an unbounded number of steps, the
rate of which is explicitly characterized.
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We now describe the rest of the letter. Section II formulates
the problem, and describes the local updates and the (network)
dynamics of the leader-follower algorithm. In Section III, we
study the convergence of the sensor network to the leader state,
and provide the sufficient conditions to achieve convergence.
Simulation results are presented in Section IV, and finally
Section V concludes the paper.

II. PROBLEM FORMULATION

Consider a network with n followers (sensors) in the set €2,
and one leader. We assume that all of the nodes (leader and fol-
lowers) move arbitrarily and the followers exchange informa-
tion if they find a nearby node. For the ith follower, let NV; (k)
be the set of neighbors (not including follower ¢) at time &£. We
also define D;(k) = N;(k) U {i}.

Leader-follower dynamics: The leader’s state is fixed,
whereas the state of a follower is influenced by its neighbors.
Note that due to mobility, it is not guaranteed for a follower
to find a leader among its neighbors at any time %. In fact, at
a given time, it is possible that a follower does not have any
neighbor. Let 2;; (k) € R be the state of the ith follower at time
k and let v € R be the leader state. The updating follower,
i € §1, implements the following:

(1) Follower ¢ keeps its state when it has no neighbor:

(i1)) With no leader among neighbors, the state-update is
Jll(k + ].) = Z (Pk)md,](k) 2)
j€D;i(k)

(iii)) With the leader among neighbors, the state-update is

xilk+1) = Z (Pr)ijrs(k) + (Bg)iu, 3)
JED; (k)N

where u € R is the leader state, (Py); ;’s and (By);’s, are
the coefficients assigned by the updating follower ¢ to the
followers and the leader, respectively. The above update
can be abstracted by the following LTV system:

x(k + 1) = Pyx(k) + Byu, k>0, 4)

where x(k) € R™ is the state of the followers at time k;
P, = {(Px)i,;} and By = {(By);} are the time-varying
system and input matrices, respectively.
Assumptions: We make the following assumptions:
AO: The state-update is a linear-convex combination, i.e.,

> (Pe)ij+(Br)i=1, VkieQ. (5)

J
A1l: When there is no leader among the neighbors, then

0 < 31 < (Pk:)i,i < 1, Bl & R,Vi € Q. (6)

A2: When a leader is involved in an update, it always con-
tributes a certain amount of information, i.e.,

0< B2 <(Bp)i<l preRVieq. (7)

Remarks: The above assumptions are realistic and rather
common in the related literature. While stochasticity is standard
in sensor fusion and relevant applications, see e.g., [17], [18],
[29], Eq. (6) implies that when a state update occurs without
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a leader, a non-zero self-weight is always assigned to the
(updating) follower’s current state. This assumption does not
allow a follower to completely forget its past information. Note
that Assumption Al is required to maintain sub-stochasticity
of the process and is necessary for each follower that does
not directly communicate with the leader. This is because this
follower can lose information received (indirectly) from the
leader by updating with neighbors that do not have any such
information. Next, Eq. (7) restricts the amount of (unreliable)
information received from other neighboring followers by
guaranteeing that a certain information is always contributed
by the leader. We note that it is possible for multiple followers
to update at the same time and the assumption that only one
follower updates is without loss of generality. Note that random
motion in a bounded region is equivalent to saying that each
follower communicates intermittently with other nodes with a
non-zero probability. If a subset of followers is isolated, and
never communicates with the rest of the network, this subset
does not follow the convergence.

Under the above assumptions the LTV system matrices,
{Py}’s, are always non-negative, and may be identity-when no
update occurs; stochastic-when there is no leader among the
neighbors; and, sub-stochastic-when the neighbors include the
leader. In the next section, we provide a framework to study
the convergence of the leader-follower algorithm represented
in Eq. (4), under Assumptions A0-A2.

III. CONVERGENCE

We now provide a related result on the convergence of an
infinite product of stochastic and sub-stochastic matrices, [30],
that will be used to study Eq. (4).

A. Infinite Product of (Sub-) Stochastic Matrices

In what follows, we discuss limy, oo PpPr_1...F, in the
context of Eq. (4). A common approach to study an infinite
product of such matrices is via the Joint Spectral Radius (JSR),
[31], which, in general, is NP-hard, even in special cases, [32].
We thus introduce an alternative approach, [30], which relates
the norm properties of subsets of system matrices to the con-
vergence of the infinite product of system matrices. In partic-
ular, we partition the entire sequence of system matrices into
non-overlapping slices. We define a slice as the smallest product
of system matrices such that: (i) each slice is initiated by a
sub-stochastic matrix; (ii) each slice has a subunit infinity norm;
and, (iii) the slices cover all of the system matrices. We denote
the jth slice by M, with length |M,|. Using slices, we intro-
duce a new time index, t < k, and study

lim MyM; 1 ... My, ®)
i—ro0

instead of limy,_,., Py Pr_1 ... . Slice construction is illus-
trated in Fig. 1, where the jth slice length may be defined as
|MJ| =mj; —mj_1,M_1 = 0.

For a given slice, M, we have the largest upper bound on the
infinity norm of the slice as

[ Mjlloo <1 — 5™ 18, ©9)

which is strictly less than one, for any |M;| < oo, [30], given
that 81 and S in the above follow A0-A2. Therefore, the con-
vergence of the product of slices is characterized by the length
of the slices, and by 81 and /55. For instance, it can be verified
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Fig. 1.

Slice representation.

that || ;]| < 1, when either 81 or 35 is 0. On the other hand,
when 1, f2, are non-zero, we get |||« < 1, for any finite
slice length, | M;|. We note that if each slice length has a uni-
form upper bound, i.e., |M;| < N < ,Vj, as is assumed in
[20], [21], [22], then || M|« < N',¥j, for some N’ < oo, and
the asymptotic stability of Eq. (4) is rather straightforward, e.g.,
by using the sub-multiplicative norm property. However, since
we have an explicit expression for the infinity-norm bound in
Eq. (9), a more general result can be developed that does not
require such a uniform bound. We provide this result in the fol-
lowing theorem, and refer the reader to [30] for a detailed proof:

Theorem 1: With Assumptions A0-A2, Eq. (8) converges to
zero if there exists a subset of slices, denoted by J7, such that
for every i € N, and |M;| < o0, j ¢ J1,

< 1 | 1 — =72t ™)
n
“ In (31) /32

fory; €[0,1], 0 < 42, chosen such that 83 > 1 — e 72

Unbounded connectivity: The complete proof of this the-
orem is beyond the scope of this short letter. In this letter, we
derive an extension of Theorem 1 to the dynamic leader-fol-
lower algorithm. The theorem’s statement can be interpreted
with the help of the unbounded connectivity notion explained
as follows. The infinite product of slices converges to zero, if
for every i € N, there exist a slice in JJ1, with length following
Eq. (10), in no particular order. This implies that the slice lengths
can be unbounded as long as a well-behaved subset of slices
exist whose lengths do not grow faster than the right hand side
of Eq. (10). Note that a longer slice length corresponds to the
slower flow of information in the network.

E'J\/fj eJy:

i

B. Leader-Follower Convergence

We now study the dynamic leader-follower algorithm.
Theorem 2: Consider n followers and one leader moving in
a finite and bounded region with follower state updates given
in Egs. (1)—(3). Then, for any random (or deterministic) motion
that satisfies Eq. (10) on the corresponding slices, the followers
(asymptotically) converge to the leader state.
Proof: The random motion of the agents in a finite,
bounded region results in the following LTV system:
x(k+1) k>0, (11)
where w is the state of the leader, and P}, is random and may be
either identity, stochastic, or sub-stochastic. Hence,

ﬁ P, =0,
k=1

by Theorem 1. What is left to show is that when Eq. (12) holds
and the leader state is fixed, all agents converge to the leader

= ka(k:) + Bru,

(12)
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state. Using the slice notation, we may use a new time index, ¢,
and rewrite Eq. (11) as

y(t+1) = Myy(t) + Neu, t>0, (13)

such that y(0) = x(0) and

t
y(t) =x k= [M],t>1, (14)
i=1
My=P,, Py ,t >0, (15)
(EMH)l (E’Vh>
i=0 i=0

|M;]—1 m

Ny = Z H P —5 | Biag—1-m» (16)

m=0 \j=1

with Al() = P'}V[0|,1 ..
tth slice in Eq. (15) as:

. Py. For simplicity, let us represent the

2 PrPr ...

such that (3= |M;| — 1) = (32 | M)
we can rewrite Egs. (11) and (13) as

M, Py, |My|=T+1,

= T'+1. In addition,

x(k +1) = (Py... Po)x(0)
k m
+ Z H Py_ji1 | Br-mu,
m=0 \ j=1
y(t+1) = (M,... My)y(0)
i m
+ Z H M i1 | Nyomu,
m=0 \ j=1

respectively. In Eq. (13), y.+1 asymptotically converges to a
limit, say y*, because u is a constant, and the spectral radius,
p(AMy), of the tth slice is strictly less than one, under the condi-
tions of Theorem 1, i.e.,

p(M) < | Myl < 1, Wt (17)

Thus, hm vi+1 = y*. Note that for any given ¢ > 1 we can
find the correspondmg k from Eq. (14), and we have

X" =y" = My"+ Neu = (I, — My)y" = Neu,  (18)
in which I,, denotes the n x n identity matrix. Therefore,
x* = (I, — M;) ' Nu. (19)

Note that (I — M) is invertible due to Eq. (17). In order to show
that the limiting states of the follower are indeed the leader state,
we need to show

(I, - My) 'N;, =1, = M1, +N,=1,. (20
Note that since there is only one leader in the network, N, is a
n X 1 column vector. By substituting A4; and NV; from Egs. (15)
and (16) in Eq. (20), we need to show that

T m
(Pr.. POl + > [ Pre1y | Brom=1a. QD
m=0 =1
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By expanding the left hand side of the above, we have

(PTPT—I Pg)ln -+ (PTPT_1 Pl)BO

+ (PTPTfl...Pz)Bl

+(PrPr 1)Br »
+ (Pr)Br_1

+ (Br). (22)
The first line of the above expression can be simplified as

(PrPr_y...P)(Py1, + By), (23)
in which By #£ 01is a n x 1 vector corresponding to the first
sub-stochastic update at the beginning of the slice, M;. Also,
By has only one non-zero, say «;, at the ¢th position if follower
¢ updates with the leader at the beginning of the slice, M;. From
Eq. (5), which is natural in leader-follower settings, [33], it can
be verified that

Pyl,+ By=1,. (24)
Therefore Eq. (22) reduces to the following
(PrPr_q1...P1)1, +(Pr...Pa)By+ ...+ (Br). (25

After the first update, B;’s, (1 < j < T — 1), are non-zeros in
case of sub-stochastic updates, and zeros otherwise. The proce-
dure continues in a similar way for any a sub-stochastic update,
i.e. update with the leader. Let us consider now the other case,
where the update is stochastic. Suppose B, is the next sub-sto-
chastic update, and we have B; = 0, (1 < j < ¢). Eq. (25) then
reduces to

(Pr...P.y1)(P.P.y...P11, + B.)+...+(Br). (26)
Since between P, and P, there is no sub-stochastic update,
P. 4...P1, =1,, and we can rewrite Eq. (26) as

(PT~~-Pc+1)(Pc1n +BC) + ...+ (BT)7 (27)
and the procedure continues as before (note the similarity be-
tween Eq. (23), and the first term on the left hand side of Eq.
(27)). Finally

M m
(Pr...Po)Ly+ > | [[Pre1-i | Brom
m=0 \j=1
= Prl, + Br
=1, (28)
which leads to limy,_,, x(k) = x* = u. [ ]

IV. SIMULATIONS

In this section, we provide an illustrative example to demon-
strate the concepts described in this letter. In Fig. 2, we show
the dynamic leader-follower algorithm, with n = 6 mobile
followers. We set the communication radius of all followers
to r = 1.5, and each node can only explore a restricted re-
gion shown as a shaded area where the motion is restricted.
Fig. 2 shows the random trajectories of each node for the first

IEEE SIGNAL PROCESSING LETTERS, VOL. 22, NO. 12, DECEMBER 2015

Motion model No Update

& .
&= Y ()
A
w —
Update with the leader Update with a follower
) )
) )
@ Pl ioLm [
Te
) ©) ’ O

Fig. 2. Updates and motion in a leader-follower network of size 7; red triangle
indicates the leader; blue circles represent the followers; red circles show the
communication radius of each node.

6

4
g2 r
£
2
é 0 Leader with state u=3
£ — Follower 1
2 - Follower 2
Follower 3
Follower 4
4 Follower 5
Follower 6

200 400 600 800 1000
Iterations, k

Fig. 3. Convergence of n = 6 followers in a dynamic leader-follower network
with leader; blue line indicates the state of the leader.

25 iterations, as well as all possible update scenarios. In this
setup only 2 followers are able to communicate directly to the
leader, while other followers are never in the communication
radius of the leader. The information from the leader can reach
these followers (indirectly) only by propagation through the fol-
lowers. This setup can be extended to arbitrary network configu-
rations and sizes, where the communication and motion models
ensure that the information reaches from the leader to each fol-
lower node. Finally, Fig. 3 illustrates the convergence of fol-
lower states to the state of the leader, chosen at u = 3.

V. CONCLUSIONS

In this letter, we study the leader-follower problem in mo-
bile sensor networks, where the mobility of the sensors (fol-
lowers) results in dynamic updating scenarios. Abstracting such
updates as an LTV system with randomly appearing stochastic
or sub-stochastic system matrices, we establish the conditions
under which the corresponding algorithm converges to the state
of a leader. In particular, we show that convergence is guaran-
teed if the motion of the sensors and the leader follow a cer-
tain information propagation rate; and certain weights chosen
by each follower have a uniform lower bound. Furthermore, the
rate at which the information goes from the leader to each fol-
lower does not have to be bounded as long as it is finite and does
not grow faster than a certain exponential growth. Although we
focus on the networks with only one leader, the results can be
easily generalized to any network with multiple leaders, where
the followers converge to a linear-convex combination of the
leader states.

This paper previously published in IEEE Signal Processing Letters



REFERENCES

[1] A. Ghaffarkhah and Y. Mostofi, “Path planning for networked
robotic surveillance,” IEEE Trans. Signal Process., vol. 60, no. 7, pp.
3560-3575, Jul. 2012.

[2] F. Mourad, H. Snoussi, F. Abdallah, and C. Richard, “Anchor-based
localization via interval analysis for mobile ad-hoc sensor networks,”
IEEE Trans. Signal Process., vol. 57, no. 8, pp. 3226-3239, Aug.
2009.

[3] C. Kreucher, K. Kastella, and A. Hero, “Sensor management using an
active sensing approach,” IEEE Trans. Signal Process., vol. 85, no. 3,
pp. 607-624, 2005.

[4] R. Rahman, M. Alanyali, and V. Saligrama, “Distributed tracking in
multihop sensor networks with communication delays,” IEEE Trans.
Signal Process., vol. 55, no. 9, pp. 46564668, 2007.

[5] S. A. Aldosari and J. M. F. Moura, “Distributed detection in sensor
networks: Connectivity graph and small world networks,” in The 39th
Asilomar Conf. Signals, Systems, and Computers, Oct. 2005.

[6] S. Kar, S. Aldosari, and J. M. F. Moura, “Topology for distributed in-
ference on graphs,” IEEE Trans. Signal Process., vol. 56, no. 6, pp.
2609-2613, Jun. 2008.

[7] P. Braca, S. Marano, V. Matta, and P. Willett, “Asymptotic optimality
of running consensus in testing binary hypotheses,” IEEE Trans. Signal
Process., vol. 58, no. 2, pp. 814-825, 2010.

[8] U. A. Khan and J. M. F. Moura, “Distributing the kalman filter for
large-scale systems,” IEEE Trans. Signal Process., vol. 56(1), no. 10,
pp. 4919-4935, Oct. 2008.

[9] 1. D. Schizas, A. Ribeiro, and G. B. Giannakis, “Consensus in ad hoc
WSNs with noisy links - part I: Distributed estimation of deterministic
signals,” IEEE Trans. Signal Process., vol. 56, no. 1, pp. 350-364, Jan.
2008.

[10] C.G.Lopesand A. H. Sayed, “Diffusion least-mean squares over adap-
tive networks: Formulation and performance analysis,” /EEE Trans.
Signal Process., vol. 56, no. 7, pp. 3122-3136, Jul. 2008.

[11] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks
of agents with switching topology and time-delays,” IEEE Trans. Au-
tomat. Contr., vol. 49, no. 9, pp. 1520-1533, 2004.

[12] S.KarandJ. M. F. Moura, “Distributed consensus algorithms in sensor
networks with imperfect communication: Link failures and channel
noise,” IEEE Trans. Signal Process., vol. 57, no. 1, pp. 355-369, Jan.
2009.

[13] T.C. Aysal, M. J. Coates, and M. G. Rabbat, “Distributed average con-
sensus with dithered quantization,” /IEEE Trans. Signal Process., vol.
56, no. 10, pp. 4905-4918, 2008.

[14] T.C. Aysal, B. N. Oreshkin, and M. J. Coates, “Accelerated distributed
average consensus via localized node state prediction,” /EEE Trans.
Signal Process., vol. 57, no. 4, pp. 1563—1576, Apr. 2009.

[15] E. Kokiopoulou and P. Frossard, “Polynomial filtering for fast conver-
gence in distributed consensus,” IEEE Trans. Signal Process., vol. 57,
no. 1, pp. 342-354, 2009.

[16] S.Safaviand U. A. Khan, “Revisiting finite-time distributed algorithms
via successive nulling of eigenvalues,” IEEE Signal Process. Lett., vol.
22, no. 1, pp. 54-57, Jan. 2015.

SAFAVI AND KHAN: LEADER-FOLLOWER CONSENSUS IN MOBILE SENSOR NETWORKS 2253

[17] U. A. Khan, S. Kar, and J. M. F. Moura, “Distributed sensor localiza-
tion in random environments using minimal number of anchor nodes,”
IEEF Trans. Signal Process., vol. 57, no. 5, pp. 2000-2016, May 2009.

[18] U. A. Khan, S. Kar, and J. M. F. Moura, “DILAND: An algorithm
for distributed sensor localization with noisy distance measurements,”
IEEE Trans. Signal Process., vol. 58, no. 3, pp. 1940-1947, Mar. 2010.

[19] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and coop-
eration in networked multi-agent systems,” Proc. IEEE, vol. 95, no. 1,
pp. 215-233, 2007.

[20] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of mo-
bile autonomous agents using nearest neighbor rules,” IEEE Trans. Au-
tomat. Contr., vol. 48, no. 6, pp. 988-1001, Jun. 2003.

[21] C. W. Wu, “Agreement and consensus problems in groups of au-
tonomous agents with linear dynamics,” in JEEE Int. Symp. Circuits
and Systems, 2005 ISCAS, 2005, pp. 292-295, IEEE.

[22] W. Ren and R. W. Beard, “Consensus secking in multiagent systems
under dynamically changing interaction topologies,” IEEE Trans. Au-
tomat. Contr., vol. 50, no. 5, pp. 655-661, 2005.

[23] M. Cao, A. S. Morse, and B. D. O. Anderson, “Reaching a consensus
in a dynamically changing environment: A graphical approach,” SIAM
J. Contr. Optim., vol. 47, no. 2, pp. 575-600, 2008.

[24] D. Bajovic, J. Xavier, and B. Sinopoli, “Products of stochastic ma-
trices: Exact rate for convergence in probability for directed networks,”
20th Telecommunications Forum (TELFOR), 2012, pp. 883-886,2012,
IEEE.

[25] P. Braca, S. Marano, and V. Matta, “Enforcing consensus while mon-
itoring the environment in wireless sensor networks,” IEEE Trans.
Signal Process., vol. 56, no. 7, pp. 3375-3380, Jul. 2008.

[26] H. Li, X. Liao, and T. Huang, “Second-order locally dynamical con-
sensus of multiagent systems with arbitrarily fast switching directed
topologies,” IEEE Trans. Syst., Man, Cybern.: Syst., vol. 43, no. 6, pp.
1343-1353, 2013.

[27] H.Li, X.Liao, T. Huang,and W. Zhu, “Event-triggering sampling based
leader-following consensus in second-order multi-agent systems,”
IEEE Trans. Automat. Contr.,vol. 60,no. 7, pp. 1998-2003, Jul. 2015.

[28] S.Boyd, A. Ghosh, B. Prabhakar, and D. Shah, “Randomized gossip al-
gorithms,” IEEE Trans. Inf. Theory,vol. 52, no. 6, pp.2508-2530,2006.

[29] D. Blatt and A. O. Hero, “Energy-based sensor network source local-
ization via projection onto convex sets,” IEEE Trans. Signal Process.,
vol. 54, no. 9, pp. 3614-3619, 2006.

[30] S. Safavi and U. A. Khan, “Asymptotic stability of stochastic LTV
systems with applications to distributed dynamic fusion,” CoRR, vol.
abs/1412.8018, 2014.

[31] G. C. Rota and W. Strang, “A note on the joint spectral radius,” Inda-
gationes Math., vol. 22, pp. 379-381, 1960.

[32] J. N. Tsitsiklis and V. D. Blondel, “The Lyapunov exponent and joint
spectral radius of pairs of matrices are hard-when not impossible-to
compute and to approximate,” Math. Contr., Signals Syst., vol. 10, no.
1, pp. 3140, 1997.

[33] U. A. Khan, S. Kar, and J. M. F. Moura, “Distributed algorithms in
sensor networks,” in Handbook on Sensor and Array Processing, S.
Haykin and K. J. Ray Liu, Eds. New York, NY, USA: Wiley-Inter-
science, 2009.

This paper previously published in IEEE Signal Processing Letters



