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ABSTRACT

Several state-of-the-art switched audio codecs employ the closed-
loop mode decision to select the best coding mode at every frame.
The closed-loop mode selection is known to have good performance
but also high complexity. The new approach we propose in this paper
is a low-complexity version of the closed-loop approach, based on
similar decisions which compute the coding distortion of each mode
and select the one with the lowest distortion. Our approach differs
mainly in the way the coding distortions are calculated. We are able
to notably reduce the complexity by only estimating the distortions
without encoding and decoding the input for each mode. The new
approach was implemented in the EVS codec standard and evalu-
ated both objectively and subjectively. Compared to the closed-loop
approach, it yields similar performance and lower complexity.

Index Terms— Speech and audio coding, switched coding,
mode decision, mode selection, closed-loop, open-loop.

1. INTRODUCTION

Most state-of-the-art speech-and-audio codecs (such as 3GPP AMR-
WB+ [1, 2], MPEG-D USAC [3, 4], 3GPP EVS [5]) are based on
a switched-coding design. This design allows the codec to switch,
on a frame-by-frame basis, between different coding modes that are
optimized for different content types. Generally, two main coding
paradigms are employed. One is transform-based and provides best
performance for music-like and noise-like input signals (like e.g.
AAC [3, 4], TCX [1, 2], MDCT-based TCX [3, 4]). The other is
CELP-based and provides best performance for speech- or transient-
like input signals (mostly ACELP and its derivatives, see e.g. [5]).
Using such kind of encoding modes, a switched codec would ideally
be able to provide best output quality with any input content type.

However, the performance of a switched codec heavily depends
on the mode decision taken at the encoder-side. Wrong decisions
can significantly degrade the output quality, e.g. selecting a CELP-
based coding mode on a multi-instrumental music frame would most
probably make the output sound much noisier. Therefore, the selec-
tion of the encoding mode is critical for a switched codec, and it has
to be carefully designed and tuned. Several solutions have already
been proposed in the past, and some of them implemented in existing
state-of-the-art switched audio codecs.

One well-known approach is the closed-loop mode decision [1,
2], introduced in AMR-WB+ and also adopted in the LPD-mode of
USAC. This approach consists of encoding and decoding the current
frame with all coding modes and selecting the mode which produces
the lowest coding distortion. The closed-loop approach engenders
a sequence of mode decisions which leads to near-optimal output
quality, especially when the coding modes share the same percep-
tual model. In AMR-WB+, both ACELP and TCX optimize their
coding in the perceptually weighted LP domain, a domain in which
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the comparison of the respective distortions give a very good indica-
tion of the best suited coding. As a posteriori decision, the closed-
loop approach is expected to be robust for any other combinations
of coding schemes even if they don’t adopt the exact same objec-
tive function. However, this approach is also known to significantly
increase the computational complexity of the encoder, due to the
necessity of running at every frame all coding modes, including en-
coder and decoder. Such a high complexity can be problematic for
telecommunication coders like EVS.

In this paper, we introduce a new approach that can produce sim-
ilar performance as the closed-loop approach with lower complexity.
This new approach has similarities with the closed-loop approach in
the way that both use a measure of the distortion introduced by each
coding mode to select the best one. Both approaches, however, dif-
fer in the way they measure the coding distortion of each mode. In
the closed-loop approach, a complete encoding and decoding of all
modes is needed in order to measure the coding distortions (see e.g.
[2]). In the proposed approach, simple models of the coding modes
are used to estimate the coding distortions. This way, the complex-
ity introduced by encoding-decoding all modes can be avoided. The
only additional complexity comes from the coding models, which
is low in comparison. Additionally, the coding distortions estimated
with the coding models are close enough to the “non-estimated” ones
(obtained with the closed-loop approach) such that similar perfor-
mance can be obtained.

Note that other low-complexity approaches have been proposed
in the past [1, 2, 6, 7, 8], but they are all based on the same classic
method where a set of features is used in combination with a statis-
tical classifier, an approach clearly different from the new approach
that we propose in this paper. An example of prior art is the open-
loop mode decision implemented in AMR-WB+ [1, 2, 7]. In [7], the
closed-loop and open-loop approaches implemented in AMR-WB+
are compared. The open-loop approach is shown to have indeed sig-
nificantly lower computational complexity but listening test results
indicate that the open-loop approach produces significantly lower
output quality.

Evaluations given in section 3 show that a complexity reduction
up to more than 30% is achievable for a quality evaluated as good as
the conventional closed-loop decision. Moreover the low complexity
decision introduces no additional delay over the coding schemes and
is well suited for low-delay applications. For all these reasons, the
decision technique was adopted in the recently standardized EVS for
selecting on a 20 ms frame basis between the ACELP-based speech
coding and the MDCT-based transform coding.

2. PROPOSED APPROACH
In this section, the proposed approach is described as it is imple-

mented in the EVS standard. In that context, the proposed mode
decision algorithm is used to select, at every frame, one of the two

ICASSP 2015



Closed-loop Mode Decision

‘ 7777777777 1
Encoder CELP segSNR,,, |
+ Internal Decoder |’
| segSNR_ |
- +dssnr | | Bitstream
Input —» IfrZ)ec ‘ ‘ Hysteresis dssnr > ‘—> Writer
) \—‘ CELP/MDCT
Encoder MDCT | T segSNR SegSNR | |
+ Internal Decoder | | ‘
,,,,,,,,,,, |

New Low-Complexity Mode Decision

ffffffffff Bl

LC Model | segSNR |
> OfCELP [ <
codec | L segSNR_ | |
+dssnr | | Encoder
Input —»- Ff’rz)ec- | ‘ Hysteresi ‘ dssnr > T * Bitstream Writer
g ﬂ ‘ CELP/MDCT

LC Model | T segSNR segSNRmm |
—= Of MDCT T |
codec |

Fig. 1. Simplified block diagrams of the conventional closed-loop mode decision and the new low-complexity mode decision.

EVS coding modes, the MDCT-based encoding mode or the CELP-
based mode, as shown in Figure 1.

Like in the closed-loop approach, a coding distortion measure is
used to compute the distortion introduced by each encoding mode.
We use in the EVS implementation the well-known segmental SNR
in the weighted signal domain (used e.g. in AMR-WB+ or in the
LPD-mode of USAC), given by

Zi{:l [10 log, SNRk]
K

where K is the number of subframes and SNRy, is the SNR in the
weighted signal domain of the subframe k. The SNR in a subframe
of length N is given by
S _ X (su(m)’

SNR = = = — - 5
D s (sw(n) = su(n))
where s,, is the weighted input signal and §,, is the weighted output
signal, obtained by filtering with a weighted version of the Linear
Predictive (LP) analysis filter A(z/~) the input and output signal
respectively. The weight v depends of the internal sampling rate of
ACELP is typically equal to 0.92 at 12.8 kHz.

The mode decision is then based on two estimates of the seg-
mental SNR, one estimate corresponding to the MDCT-based cod-
ing mode, another estimate corresponding to the CELP-based coding
mode. Based on these two estimates and on a hysteresis mechanism,
a decision is taken. Formally, the decision can be simply described
as follows

if (segSNR_,,, + dssnr > segSNR_,.,) then
The CELP-based coding mode is selected.
else
The MDCT-based coding mode is selected.
end if
where segSNR .., is the estimated segmental SNR of the MDCT-
based coding mode (described in Sec. 2.1.1), segSNR_, is the es-
timated segmental SNR of the CELP-based coding mode (described
in Sec. 2.1.2), and dssnr is a value used to introduce a hysteresis in
the decision (described in Sec. 2.2).

segSNR =

ey

@

2.1. Estimation of the segmental SNR

In the closed-loop approach, the weighted output signal §.,(n) is
obtained after running the corresponding encoder and decoder. The
weighted output signal is then used to compute the segmental SNR
using (2) and (1).

In the proposed approach, the coding distortion D in (2) is esti-
mated employing only low-complexity operations and using signals
and parameters already available from a pre-processing stage of EVS
(as shown in Figure 1). The estimated coding distortion is then con-
sidered in (2) and (1) for getting an estimated segmental SNR.

2.1.1. MDCT-based coding mode

In the case of the MDCT-based coding mode, the coding distor-
tion D is estimated directly in the MDCT domain and to keep
the complexity low neither any decoding nor inverse MDCT is per-
formed. The weighted input signal is computed in frequency domain
by multiplying the MDCT spectrum by the frequency response of the
weighted LP analysis filter, as it is done in the MDCT-based TCX of
EVS [5].
The distortion in the weighted MDCT domain is then given by

Lingct

W= (eull) — cull)? G)
=1

where Lmde is the MDCT length, ¢, are the weighted MDCT coef-
ficients and ¢, are the quantized weighted MDCT coefficients. As-
suming the weighted MDCT coefficients are quantized with a scalar
uniform quantizer at high-rate, the distortion can be approximated as

W = ELmdct (4)
where g is a global gain which is usually adjusted in order to reach a
target bitrate (this target bitrate is actually here a hand-tuned constant
independant of the codec bitrate) and that can be roughly estimated
with low-complexity using an iterative algorithm described in [5].
The distortion in the weighted signal domain is then

V3 VAN
Dpgee =W N = 5
N N T 2L ©

Finally, the estimated SNR of the MDCT-based coding mode in a
subframe is given by
S Xa (su()’?
SNRm&kt Dmdct Dmdct (6)
and the corresponding segSNR ., is obtained via (1).

This simple model of the MDCT-based coding mode is valid
most of the time. However it usually underestimates the segSNR
on stationary and periodic music signals. To improve the model on
such signals, a simple Long-Term-Prediction (LTP) is applied on the
input time-domain signal just before the MDCT. This filter reduces
the amplitudes of the harmonics in the MDCT domain, and conse-
quently reduce Dnqc and increase the segSNR.

2.1.2. CELP-based coding mode

In the case of the CELP-based coding mode, we propose a simplistic
model of the adaptive codebook and innovative codebook contribu-
tions (note that this model was empirically derived). The weighted
output signal can be expressed as

Sw(n) = &5, (n) + §fu (n) (@)

5889



where 5y, is the adaptive codebook contribution and 4!, the innova-
tive contribution both computed in the weighted domain. The coding
distortion Dejp can then be written as

_ Dada
Peco = SN ®
with
N
Dada = Z (Sw (TL) - §i (TL))2 (9)
n=1

being the coding distortion introduced by the adaptive codebook and

Sony (sw(n) — 85 (n))?
Soney ((sw(n) — 85(n) — 8iy(n))?
specifying the coding gain of the innovative codebook that can be
approximated by a constant assuming a high number of pulses.

SNRijno = ( 10)

1
SNRino = — (11)
D, is approximated by
N
Dua =Y (sw(n) — gsw(n —T))* (12)
n=1

where 7' is an integer pitch-lag computed in the pre-processing stage
of EVS and consequently available at no additional cost, and g is the
gain which minimizes D,4,, Obtained using
g S su(msu(n = T) -
27]:,:1 sw(n —T)sw(n —T)
Finally, the estimated SNR of the CELP-based coding mode in a
subframe is given by

S _ Xnoa (su()?
SNRcelp = S 14
° Dcelp Cinu Dada ( )

and the corresponding segSNR

celp is obtained via (1).

2.2. Decision hysteresis

Segmental SNR is only an estimate of quality perception. It was ob-
served that an ordinary comparison of segSNR_, and segSNR_
and the selection of the coding mode exhibiting the larger of the two
values (i.e. dssnr = 0) results in frequent undesirable toggling be-
tween the CELP and MDCT modes. In particular, the temporary
usage of the MDCT mode during clean speech, as well as a momen-
tary switching to the CELP mode during background noise or mu-
sical passages, can lead to audible quality degradation even though
the chosen mode yielded a greater segSNR. For this reason a sim-
ple hysteresis was introduced which minimizes frequent switching
between the modes, especially in the abovementioned two cases.

The hysteresis is based on the observation that complex mu-
sic and background noise exhibit high short-term temporal flatness,
whereas the opposite is true for voiced and plosive speech. This
is convenient, as frame-wise temporal flatness is already provided
by the EVS time-domain transient detector (TDTD) [5, 9], which is
a part of the pre-processing module depicted in Fig. 1. Moreover,
dssnr is modified based on the number P of consecutive CELP
frames preceding the current one. Table 1 summarizes the compu-
tation of ddsnr, with P being a hand-tuned threshold (6 in EVS).
As can be seen, when coding at least the last P; frames with CELP,
switching to MDCT is reduced if the frame is not temporally flat;
and when at least one of the P 4 1 previous frames was encoded
with MDCT, MDCT is prefered if the frame is temporally flat.

Num. of prev. Frame is Frame is not

CELP frames temporally flat temporally flat
>P ddsnr =0 ddsnr =2
<P ddsnr = —2 ddsnr =0

Table 1. Value of ddsnr as a function of the frame-wise temporal
flatness and the number of previous CELP frames.

3. RESULTS

The algorithm described in the previous section was evaluated and
compared with the closed-loop mode decision. Both schemes were
implemented in the EVS codec [5] and both use the same hysteresis
method discussed in 2.2. The results are presented in the following.

3.1. Mode decision statistics

Statistics on the decision were computed over 40 minutes audio files
of clean speech, noisy speech, mixed content and music. The per-
centage of selected CELP obtained with both approaches is reported
in Table 2. As it can be observed, the closed-loop decision is bit-rate
dependent while the new version gives a constant decision. This con-
sistency can be seen as an advantage in a system as the decision is not
more function of an over or under-tuned module for certain bit-rates.
Nevertheless, the behaviors of the two decisions are very similar.
CELP is almost exclusively selected on clean and noisy speech on
active voiced or active unvoiced segments. Inactive sections (silence
or background noise) are usually handled by the transform coder. For
mixed content, i.e. speech on music or speech between music, the
decision is less systematic however speech-like sections are majority
conveyed to CELP. For music, the transform coder is the preferred
coding mode although CELP is usually selected on transients.

3.2. Objective quality evaluation

The tool for Perceptual Objective Listening Quality Assessment
(POLQA [10]) was used for objectively evaluating the EVS codec
quality on clean speech. 108 pair sentences of different languages
were encoded using either the conventional closed-loop approach or
the low-complexity version. Except on silence, CELP is expected to
be selected most of the time on speech. A systematic difference in
scores will indicate a misclassification problem. Figure 2 (a) shows
that the average scores of the two decisions is very close to each
other. The histogram of differential POLQA scores is given Figure 2
(b) and does not show any outlier. It can be concluded that, using the
POLQA measurement tool, the proposed low-complexity approach
performs as good as the closed-loop mode decision on clean speech.

3.3. Subjective quality evaluation

Listening tests were also conducted to subjectively evaluate the qual-
ity of the EVS codec using either the proposed mode decision or
the closed-loop approach. Figure 3 shows the results of P.800 DCR
listening tests [11] at SWB 16.4kbps and for three different con-
tents, clean speech, noisy speech and mixed/music. The listening
tests were conducted in germany using 16 naive listeners. Statisti-
cal analysis of the results show that the EVS codec with the new
mode decision is statistically not worse than the EVS codec with the
conventional closed-loop mode decision.
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Condition Decision Clean Speech Noisy Speech Mixed Content Music

v 8} I A\ U I v U I M I M
SWB LC-CL 98.8 954 132 98.3 91.1 162 779 682 55 182 26 16.6
SWB 13.2kbps CL 979 781 6.6 872 51.1 47 773 505 7.6 127 55 18.6
SWB 16.4kbps CL 983 872 9.0 89.1 594 7.1 772 566 79 133 76 197
SWB 24.4kbps CL 98.8 955 254 899 739 21.0 769 669 131 17.1 19.6 223
SWB 32kbps CL 95.7 88.8 89 792 576 72 69.2 589 57 129 12.1  20.6

Table 2. Percentage of selected CELP for different types of signals and portions: Voiced (V), Unvoiced (U), Inactive (I), Music (M).

POLQA MOS

5 30 35 -0

10 15 20 2
Bit-rate (kbps)

.5 0 0.5
Diff. POLQA scores

Fig. 2. POLQA mean scores and differential scores on clean speech
SWB between the conventional closed-loop decision (CL) and the
proposed low-complexity version (LC-CL).

3.4. Computational Complexity

The computational complexity was measured in WMOPS using a
version of the EVS encoder implemented with the ITU-T fixed-point
basic operators [12]. The input audio data was the same as the one
used for computing the decision statistics (40 minutes audio files of
clean speech, noisy speech, mixed content and music). The numbers
given in Table 3 show that the proposed-approach is able to reduce
the computational complexity of the EVS encoder by 24%-31% de-
pending on the bitrate.

Condition CL LC-CL  Diff.

SWB 13.2kbps  74.9 56.9 -24.0%
SWB 16.4kbps  80.4 57.4 -28.6%
SWB 24.4kbps  88.7 62.0 -30.1%
SWB 32.0kbps  91.1 62.5 -31.4%

Table 3. Computational complexity of the EVS encoder (in
WMOPS) using either the conventional closed-loop decision (CL)
or the proposed low-complexity version (LC-CL).
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Fig. 3. P.800 DCR listening test results (means and confidence inter-
vals) comparing the conventional closed-loop decision (CL) and the
proposed low-complexity version (LC-CL) at SWB 16.4kbps.

4. CONCLUSION

In this paper, a low-complexity alternative to the traditional closed-
loop decision is proposed. This new approach is part of the recent
3GPP EVS standard, where it makes the decision at every frame to
use either the MDCT-based coding mode or the CELP-based coding
mode. When compared to the conventional closed-loop decision, the
results show that the new approach does not introduce any degrada-
tion in the performance and at the same time allows large savings in
the computational complexity of the encoder.
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