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ABSTRACT

Recently, the ideal binary mask has been introduced in the
modulation domain by extending the ideal channel selec-
tion method to modulation channel selection [1]. This new
method shows substantial improvement in speech intelligibil-
ity but less than its predecessor despite the higher complexity.
Here, we extend the previous finding from [1] and provide a
more direct comparison of binary masking in the modulation
domain with binary masking in the time-frequency domain.
Subjective and objective evaluations are performed and pro-
vide additional insight into modulation domain processing.

Index Terms— Speech Enhancement, Speech Intelligi-
bility, Modulation Domain Processing, Binary Masking

1. INTRODUCTION

Improving the intelligibility of speech has been a research
topic in signal processing for decades [2], but until recently
[3, 4], no substantial gain in intelligibility has been reported
by any single channel algorithm. Different approaches to the
problem have been taken, e.g. spectral subtraction, Wiener fil-
tering, subspace methods, statistical models, etc., but in gen-
eral, these methods improve speech quality rather than speech
intelligibility [2]. Both quality and intelligibility of a speech
signal are important, but they are not necessarily correlated.
Some algorithms have increased intelligibility at the expense
of reduced quality, e.g. binary masking [5], but in applica-
tions like hearing aids and telephony, both intelligibility and
quality are of major importance.

From Dudley’s famous experiment with the vocoder [6],
we know that the temporal envelope of the speech signal is
of high importance for speech intelligibility. This finding has
been confirmed in many later studies (see e.g. [7, 8]). Two
studies, [9, 10], showed the importance of the modulations of
the temporal envelope in the frequency range from 1 to 16 Hz,
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which corresponds approximately to the speed of movements
in the vocal tract and the syllabic rate [11]. The energy in
this frequency range can be seen in Figure 1.C, but higher
frequencies are also present, particularly at onsets and offsets
in the speech signal, as seen in Figure 1.D.

The importance of the temporal envelope of the speech
signal has also been supported by results in psychoacoustics,
neuroscience [12], and by the use of noise and sine vocoders
(see e.g. [13]). In psychoacoustics, the modulation filterbank
has been introduced [14], and modulations have been used to
predict the intelligibility of the speech signal [15].

Knowing that the envelope is important to speech intelli-
gibility makes it intriguing to do speech enhancement in the
modulation domain. If the envelope of the speaker of interest
can be enhanced so that it is easier to perceive, a gain in intel-
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Fig. 1. Speech modulations in the sentence “but thrilled as
he was finally to get the job”. The modulation spectrum is
shown for two segments (C) and (D).
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ligibility or quality might be obtained. This idea has led to dif-
ferent modulation methods with encouraging results, see e.g.
[16, 17, 18]. One of these methods is inspired by the intel-
ligibility improvements obtained using an ideal binary mask
method [19], also called ideal channel selection [20]. This bi-
nary approach was recently introduced in the modulation do-
main through the Modulation Channel Selection framework
[1], as explained in Section 1.1. Modulation Channel Selec-
tion (MCS) improved speech intelligibility substantially, but,
despite its additional processing and complexity, the improve-
ment was smaller than that of its predecessor, Ideal Channel
Selection (ICS). In this paper, we provide an explanation of
the difference in intelligibility results, an in-depth compari-
son of the MCS and ICS frameworks, and a perspective on
modulation domain processing in general.

1.1. Modulation Channel Selection

Modulation domain processing using MCS can be seen as ICS
performed in the modulation domain. In ICS, a binary gain
is applied to the noisy speech in the time-frequency domain,
where the binary gain is computed using ideal knowledge of
the clean speech and noise signal. If the time-frequency unit is
dominated by speech energy, a gain of one is used; otherwise,
a gain of zero is used. With MCS the binary gain is calcu-
lated in the modulation domain as a function of time, acoustic
frequency, and modulation frequency. Like ICS, the binary
gain in MCS is based on ideal knowledge of the clean speech
signal, s(n), and noise signal, d(n), before being mixed:

Gk,l(nm) =

1
|Sk,l(nm)|2

|Dk,l(nm)|2
≥ θ

0 otherwise
, (1)

where Gk,l(nm) is the binary gain at acoustic frequency k,
modulation frequency l, and time index nm. |Sk,l(nm)|2 and
|Dk,l(nm)|2 are the modulation energies of the speech and
noise signal respectively. θ is a threshold determining the
sparsity of the binary mask.

In MCS, the dual-AMS (analysis-modification-synthesis)
framework [17], seen in Figure 2, is used to calculate and
apply the binary mask. In this framework, the input signal,
x(n) = s(n) + d(n), is filtered into subbands using a short
time Fourier Transform (STFT), and a second STFT is ap-
plied to the magnitude of each subband signal to calculate the
modulation frequencies. After modification by Gk,l(nm), the
signal is synthesized using two inverse STFTs and the noisy
phase from the input signal (6 Zk,l(nm) and 6 Xk(na)). A
summary of the parameters used in the dual-AMS framework
can be seen in Table 1.

In [1], the intelligibility of MCS processed speech mixed
with babble noise was evaluated using θ = −5 dB and
θ = −10 dB in Equation 1. The highest improvements were
found using θ = −10 dB, where the MCS provided a 14 dB
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Fig. 2. Dual-AMS framework for modulation domain pro-
cessing. The input signal, x(n), is split into acoustic sub-
bands, Xk(na), and subsequently into modulation subbands,
Zk,l(nm). The three-dimensional gain matrix, Gk,l(nm), is
applied in the modulation domain. n, na, and nm are the
time indices in the time domain, time-frequency domain, and
modulation domain, respectively. K is the number of acous-
tic frequency bands, L is the number of modulation frequency
bands.

Parameter MCS ICS wICS MCS ICS wICS

unit samples ms

wa 512 512 512 32 32 32
sa 128 128 128 8 8 8

FFTa 1024 1024 1024 - - -
wm 32 - 32 256 - 256
sm 4 - 4 32 - 32

FFTm 64 - - - - -

Table 1. Parameters used in the experiment. wa, sa, and
FFTa are the window size, window shift, and FFT size in the
acoustic domain. wm, sm, and FFTm are the window size,
window shift, and FFT size in the modulation domain.

improvement in intelligibility as measured by the speech-
reception-threshold (SRT). For comparison, the ICS provided
a substantial larger improvement of speech intelligibility with
a 28.25 dB improvement in SRT. An example of MCS and
ICS processing can be seen in Figure 3.

2. METHOD

Although the MCS method needs more, and more complex
processing, it is not able to outperform the ICS method in
terms of SRT improvement. Comparing the methods in more
detail reveals a difference that may explain why: to be able
to analyze and modify modulation frequencies with a high
resolution at low frequencies, each frame in the modulation
domain has a length of 256 ms. The large frame length in-
troduces time smearing in the MCS processed signal, as seen
in Figure 3.C. This could explain the limited improvement in

5749



intelligibility compared to ICS (3.D). The ICS-processed sig-
nal has less time smearing, and by inspection appears closer
to the original signal.

To test the hypothesis that the long modulation frames re-
duce the benefit from MCS processing, a new type of pro-
cessing is introduced in the present work, making it possi-
ble to directly compare the benefit of binary decisions in the
time frequency domain vs. the modulation domain. This new
method is ICS with a binary decision at the same time resolu-
tion as MCS. This is done by time weighting the magnitudes,
|X(m,n)|, with the window, wa, used for modulation analy-
sis. For this reason, we refer to this method as weighted ICS
(wICS). This new method makes it possible to compare the
benefit of keeping specific modulations instead of the more
simple decision based on the total energy of each time-frame.
Additionally, three different noise signals with varying mod-
ulation content are used to compare the benefit of ICS, wICS,
and MCS.
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Fig. 3. The speech signal “but thrilled as he was finally to
get the job” (A) is mixed with speech shaped noise (B) and
processed using MCS (C), ICS (D), and wICS (E). Clearly,
MCS and wICS introduce time-smearing when compared to
the ICS. ICS has the highest similarity with the clean speech
signal, and onsets and offsets can more easily be identified.
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Fig. 4. Mean SRT50% for unprocessed (UP), MCS, wICS, and
ICS. The three noise types are speech shaped noise (SSN),
multi-talker babble, and a female speech sound (ISTS). ICS
provides the largest gain in speech intelligibility in all condi-
tions. The benefit of MCS over wICS is mainly seen in the
SSN and Babble noise conditions.

2.1. Subjective Evaluation

To measure the intelligibility of wICS relative to ICS and
MCS, a subjective listening experiment was carried out using
three different noise types: Speech shaped noise (SSN), mul-
titalker babble [21], and a single female speaker sound [22].
Intelligibility was measured by 50% SRT using the Danish
speech intelligibility test CLUE [23]. Five persons with nor-
mal hearing participated in the experiment, which took place
in a sound treated room. All sounds were presented through
headphones at 65dB SPL. A training session was conducted
prior to the listening experiment. The parameters used for
MCS, ICS, and wICS are presented in Table 1, and the thresh-
old, θ, in Equation 1 was kept at -10 dB to enable comparison
with the results from [1].

3. RESULTS

The results from the listening test are presented in Figure
4. An Analysis of Variance (ANOVA) test [24] suggested
that performance in our babble noise condition did not dif-
fer from performance in [1]. As expected, ICS performs sig-
nificantly better than MCS in babble noise, as well as in the
SSN and ISTS noise conditions. Figure 4 shows that when
the noise is modulated, ICS provides the largest gain in in-
telligibility, as measured by change in SRT. This result is in
line with previous studies [25]. In MCS, we find the opposite
result; the smallest SRT benefit is found in highly modulated
speech (ISTS). Comparing MCS with wICS yields a similar
conclusion: the benefit of doing modulation domain process-
ing is largest for the more stationary noises, SSN and Babble.
With ISTS, the difference between MCS and wICS is non-
significant [24], indicating that modulation domain process-
ing is most efficient when the modulations in the target and
noise signals are different.
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Fig. 5. Modulation Transfer Functions for each of the pro-
cessing types when speech is mixed with SSN at -15 dB. Each
Figure shows the 98 modulation reduction factors in the pro-
cessed signal relative to the clean speech signal. If all modu-
lations are preserved, the black lines will be on top of the gray
lines. The scale between the gray lines is one.

3.1. Modulation Transfer Function

Additional insight into the three types of processing can be
obtained using the modulation transfer functions (MTF) from
the speech transmission index (STI) [26]. With STI, intel-
ligibility is predicted by the weighted average of the reduc-
tion of modulations at 7 acoustic frequencies (octave-spaced
between 125 and 8000 Hz) and 14 modulation frequencies
(1/3-octave-spaced between 0.63 and 12.7 Hz). The 98 mod-
ulation reduction factors provide insight into the effect of the
three processing methods, as seen in Figure 5. This figure
shows that ICS is better at preserving speech modulations
than wICS or MCS. wICS shows the highest reduction in
modulations, mainly at high modulation frequencies. This
may be explained by the severe time smearing obtained us-
ing wICS.

4. DISCUSSION

The results obtained in the current study provide additional
insight into modulation domain processing and MCS in par-
ticular. We do see a benefit of doing modulation domain
processing rather than time-frequency processing when com-
paring them on the same time-scale. However, the benefit
is smallest for the ISTS signal (1.2 dB) and largest for the
SSN signal (6.3 dB). In contrast, the ICS obtains best perfor-
mance with the highly modulated ISTS signal compared to
the more stationary SSN signal, which corresponds to previ-
ous results [25]. This finding can be explained by differences
in the modulation content of the different noise signals used
in this study: when speech is mixed with ISTS, the modula-
tions from the target signal and noise signal might be simi-
lar, whereas in speech mixed with SSN, the modulations will
mainly be generated by the target speech. In other words, the
target modulations might be easier to pick out for the MCS
algorithm when speech is mixed with the stationary noise
(SSN).

The larger improvement by ICS over MCS is also sup-
ported by visual inspection of Figure 3, where speech is
mixed with SSN at -15 dB SNR. The larger similarity be-
tween ICS (D) and the clean speech signal (A) is evident
when compared to MCS (C) and wICS (E). The ICS pre-
serves more information about onsets, offsets, pitch, and
formants, whereas the onsets and offsets in the processed
speech are severely smeared using MCS and wICS. Using
ICS, the onset at 1.4 s (the word ‘finally’) can be seen in
the ICS processed signal, whereas with MCS and wICS, the
onset is is smeared and difficult to distinguish.

The time smearing introduced by MCS and wICS is a
drawback of the long window used for modulation domain
analysis in combination with the binary modifications in the
modulation domain. If no modifications were applied in the
modulation domain, perfect reconstruction could be obtained
with the dual-AMS method, but the binary decision and the
synthesis using the noisy phase will smear out the signal con-
tent. An interesting extension of MCS could be to include the
phase information in the modulation processing, similar to
what has been seen in recent time-frequency domain speech
enhancement algorithms (see e.g. [27, 28]).

The long modulation analysis window is necessary in the
MCS framework to obtain a useful resolution at the low mod-
ulation frequencies. With the parameters in Table 1, the mod-
ulation frequency resolution is 1.95 Hz. This long window
makes it a challenge to process more transient speech sounds
while maintaining a high time precision. Reducing the size
of the analysis window will reduce the modulation frequency
resolution and make the MCS processing converge towards
that of ICS. Different solutions to this inherent problem in
MCS could be studied, e.g. by the use of different analysis
and synthesis window lengths, asymmetric windows [29], or
multi-resolution window lengths similar to what is being used
in the intelligibility predictor SNRenv [30].

To be able to compare with previous results, the threshold,
θ, was kept at -10 dB in this study. Obviously, this is a limiting
factor in the current study, and -10 dB has not be proven to
be the optimal value for increasing intelligibility using MCS.
However, we expect the ranking of ICS, MCS, and wICS with
respect to SRT to be the same at other θ values, which has
been supported by preliminary objective evaluations using the
STOI measure [31]. These expectations must be verified by
the use of subjective listening experiments.

5. CONCLUSION

Modulation domain processing in the form of modulation
channel selection (MCS) is able to increase intelligibility of
noisy speech by a substantial amount. However, the compro-
mise between modulation frequency resolution and window
length limits the gain in intelligibility by the MCS algorithm.
This limitation must be carefully considered, and means to
avoid or reduce this limitation should be investigated.
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