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ABSTRACT

Auditory systems of humanoid robots usually acquire the sur-
rounding sound field by means of microphone arrays. These
arrays can undergo motion related to the robot’s activity. The
conventional approach to dealing with this motion is to stop
the robot during sound acquisition. This approach avoids
changing the positions of the microphones during the acqui-
sition and reduces the robot’s ego-noise. However, stopping
the robot can interfere with the naturalness of its behaviour.
Moreover, the potential performance improvement due to mo-
tion of the sound acquiring system can not be attained. This
potential is analysed in the current paper. The analysis con-
siders two different types of motion: (i) rotation of the robot’s
head and (ii) limb gestures. The study presented here com-
bines both theoretical and numerical simulation approaches.
The results show that rotation of the head improves the high-
frequency performance of the microphone array positioned on
the head of the robot. This is complemented by the limb ges-
tures, which improve the low-frequency performance of the
array positioned on the torso and limbs of the robot.

Index Terms— Humanoid robots, robot audition, acous-
tic sensing, DoA estimation, robomorphic array.

1. INTRODUCTION

Auditory systems of humanoid robots is a wide area of re-
search. These systems usually acquire the surrounding sound
field by means of microphone arrays. The signal processing
methods based on these arrays include sound localization [1],
source separation [2], noise suppression [3], echo cancella-
tion [4], and speech recognition [5]. These methods typically
assume that the robot and, therefore, the array are fixed in a
given position. However, the arrays, installed on the head [6],
torso, and limbs [7] of the robot, can move due to rotation
of the head, hand gestures, and more complex movements
like walking. The conventional approach to motion is largely
based on the “stop-perceive-act” principle [3] that suggests
stopping the robot during the sound acquisition. This ap-
proach has two major drawbacks; first, stopping the robot
for sound acquisition may interfere with naturalness of the
robot’s behaviour, and second, the potential performance im-
provement from the movement of the sound acquisition sys-
tem [8] cannot be attained.

In the current paper, we analyse the potential advantages
of robot motion on the performance of its auditory system.

The research leading to these results has received funding from the Euro-

pean Union’s Seventh Framework Programme (FP7/2007-2013) under grant

agreement no 609465.

Note that the effect of ego-noise [9] is left out of the scope
of the current paper. The system considered here consists of
two different arrays: (i) rigid head array and (ii) robomor-
phic body array. The analysis is conducted by comparing the
performance of the auditory system of a static robot to that
of a moving robot. Two types of motion are considered in
the current study. The first is rotation of the head, which
leads to continuous rotation of the head array. The second
is limb gestures, which provide the means for controlling the
aperture of the robomorphic array. The two types of arrays
are first analysed theoretically for the motion-driven increase
in the amount of the acquired information and for their abil-
ity to complement each other. This analysis is performed by
applying the effective rank measure of array quality [6] as
a function of the head rotation velocity and the aperture of
the robomorphic array. In addition to the theoretical analysis,
an example of the effect of motion on the joint performance
of the arrays is provided by evaluating their Direction of Ar-
rival (DoA) estimation accuracy. The emphasis is made on
DoA estimation because it is one of the fundamental abilities
of a humanoid auditory system; it is used for localization of
acoustic events [10, 11], as well as a preprocessing step for
Automatic Speech Recognition (ASR) [5].

The paper is structured as follows: Section 2 introduces
the measurement model for the head and robomorphic arrays.
Sections 3 and 4 present theoretical analysis of the informa-
tion acquired by the dynamic arrays and a numerical study of
their DoA estimation accuracy, respectively. Section 5 con-
cludes the paper.

2. MICROPHONE ARRAY SYSTEMS

This section describes the head and robomorphic arrays and
outlines their measurement models. These models will be
used in the theoretical analysis and the numerical study that
follow.

2.1. Head array

The head array can be described as an array of MH micro-
phones distributed on the surface of the robot’s head, as il-
lustrated in Fig. 1(a). The positions of the microphones rel-
ative to the head and to each other are fixed. Suppose that
the array is rotating about its center in a sound field produced
by S fixed sources. Consider the Short-Time Fourier Trans-
form (STFT) [12] of the microphone outputs, pH(τ, ν), where
τ and ν are the time and frequency indices of a given time-
frequency (TF) bin, respectively. The STFTs of the micro-
phone outputs can be related to the amplitudes of the sources
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by [13]:

pH(τ, ν) = H(τ, ν, α)s(τ, ν) + nH(τ, ν), (1)

where nH(τ, ν) is an additive noise component, s(τ, ν) =
[s1(τ, ν) . . . sS(τ, ν)]

T holds the source amplitudes with

(·)T denoting the matrix transpose operator. MatrixH(τ, ν, α)
describes the propagation of sound from the sources to the
microphones with α denoting the rotation velocity in rad/s.
The rotation here is limited to counter-clockwise rotation
around the z axis without loss of generality. Using the spher-
ical harmonics (SH) domain, this matrix can be expressed
as [8]:

H(τ, ν, α) = V(ν)R(αTτ/fs)Y(Ψ), (2)

where Ψ = {(θq, φq)}
S
q=1 is the set of the DoAs of all

the sources, with θq and φq denoting the elevation and
azimuth in the conventional spherical coordinate system
[14] positioned at the array center and fixed relative to the
sources. Matrix Y(Ψ) denotes the frequency-independent
steering matrix in the SH domain with the columns given

by y(θq , φq) = [Y 0
0 (θq, φq)Y

−1
1 (θq, φq) . . . Y

N
N (θq, φq)]

H ,

where (·)H denotes the conjugate-transpose operator and
Y m
n (·, ·) is the spherical harmonic of order n and degree m.

More specifically, the entries of y(θq, φq) are arranged such

that Y m
n (θq, φq) is the element number n2 + n + m of the

vector. The sound field on the surface of the head is assumed
to have a limited SH order N . Assuming that the head shape
is close to spherical, the effective SH order of the field in

frequency bin ν is given by [15] N = ⌈kr⌉, where k = 2πfs
Tc ν

is the wave number and r is the sphere radius, with fs de-
noting the temporal sampling frequency, T is the length of
the STFT time frames, and c is the speed of sound. Matrix
R(αTτ/fs) describes the rotation of the sound field at time
frame τ relative to the coordinate system positioned at the
array center and moving together with the array. In particular,
the product Y(Ψτ ) = R(αTτ/fs)Y(Ψ) is, in fact, the SH
steering matrix for the sources during time frame τ as viewed
from the coordinate system that is moving together with the
array. The entries of R(αTτ/fs) are given by the Wigner-
D function that can be evaluated using analytic expressions
given the rotation angles at time frame τ [8]. Finally, V(ν) is
given by:

V(ν) = [v∗

0,0(ν)v
∗

1,−1(ν) · · · v
∗

N,N(ν)] ∈ C
M×(N+1)2 ,

(3)
where (·)∗ denotes the complex-conjugate operator and
vnm(ν) holds the spherical Fourier transform (SFT) coef-
ficient of the conjugate of the array steering vector of order
n and degree m. In practice, the steering vectors can be ob-
tained by measurements [2] or by numerical simulations [6].

2.2. Robomorphic array

The robomorphic array consists of five omnidirectional mi-
crophones attached to the robot’s torso and limbs, as illus-
trated in Fig. 1(b), modeling a standing humanoid robot with
slightly raised open arms. For both legs and arms, the same
microphone spacing d with respect to the center microphone
is considered. Moreover, the array is assumed to be located in
the x-z plane.

The MR microphone signals of the robomorphic array in

(a) Head array. (b) Fixed robomorphic array.

Fig. 1. Illustration of the topologies of the head and robomor-

phic arrays. Green circles indicate microphone positions.

the STFT domain are given as:

pR(τ, ν) = A(ν, d)s(τ, ν) + nR(τ, ν). (4)

The MR-dimensional vectors pR(τ, ν) and nR(τ, ν) con-
tain the microphone signals and additive noise, respectively,
whereas the S-dimensional vector s captures the source
signals. Assuming free-field propagation, the MR × S-
dimensional transfer matrix A(ν, d) consists of all the steer-
ing vectors between the S sources and MR sensors, defined
as [13]:

a(kq, d) =
[

e−jkT
q x0(d) e−jkT

q x1(d) . . . e−jkT
q xMR−1(d)

]T

,

(5)
with wavevector kq given as [13]:

kq = −k [sin(θq) cos(φq) sin(θq) sin(φq) cos(θq)]
T
. (6)

Vectors xp(d), p ∈ {0, . . . , P − 1} in (5) include the posi-
tion of each microphone in the Cartesian coordinate system,
which depends on the microphone spacing d. Note that the
use of the free-field steering vectors is a simplifying approx-
imation. A more accurate approximation of steering vectors
can be obtained by measurements or numerical simulations of
the array in various positions, which is out of the scope of the
current study.

3. THEORETICAL ANALYSIS

The current section presents a theoretical analysis of the infor-
mation acquired by the two different arrays described above
as a function of frequency and motion parameters. For this
purpose, we employ the effective rank of the measurement
model matrix, which is a theoretical measure of array quality
introduced in [6]. The measure was shown to be related to
both beamforming and DoA estimation performance.

3.1. Head array

The effective rank measure that we use here suggests to eval-
uate the array quality by calculating the effective rank R(·)
[16] of the transfer matrix that describes the propagation of
sound from the source to the microphones. For example, us-
ing the model in (1) for the head array in a given time frame τ ,
the quality of the array would be evaluated as R (H(τ, ν, α)).
The measure applies strictly only to stationary arrays. In order
to extend the applicability of the measure to moving arrays,
recall that a given row in the propagation matrix describes
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the propagation to a given microphone. Also note that sam-
pling the sound field by a moving array can be thought of as
producing additional virtual microphones at each of the array
positions in the different time frames. Motivated by these ob-
servations we propose to define a moving-array propagation
matrix as a column concatenation of the individual propaga-
tion matrices during each time frame, i.e.

HL(ν, α) = [H(0, ν, α)T . . . H(L− 1, ν, α)T ]T , (7)

where L is the number of adjacent frames that are used. Note
that in (7) it is assumed that the two coordinate systems, the
one that is moving with the array and the fixed system, are
aligned for τ = 0.

The effective rank of HL(ν, α) for a 2-microphone array
on the head of the humanoid robot Nao [17] was evaluated.
The microphones are positioned on the top front and on the
bottom left of the head (see Fig. 1(a)). These positions form
a subset of the existing (Phase I) 4-microphone array on the
head of this robot. The average radius of the head is 6.25 cm.
The effective rank of HL(ν, α) associated with this array was
evaluated as a function of frequency ν and for different rota-
tion velocities α. The number of time frames was L = 40.
This value was chosen in order that the DoA algorithms ap-
plied in the next section for the evaluation of performance
will produce an estimate each 0.5 seconds. The steering vec-
tors were calculated numerically using the boundary element
method (BEM) [6] and the geometry of the robot’s head sur-
face. The results are plotted in Fig. 2(a).

It can be seen that, regardless of the rotation velocity,
the effective rank increases with frequency. This is due to
the increasing ratio between the spatial sensor separation and
the wavelength, which, in turn, increases the phase related to
propagation between the sensors, thereby making the array
more sensitive to source direction. It is important to note that
the maximum effective rank of the stationary array achieved
at higher frequencies is 2. This equals the number of micro-
phones in the array, which is also the number of rows in the
array propagation matrix. The effective rank of the rotating
array is not limited to the number of microphones and signifi-
cantly outperforms the stationary array at higher frequencies.

3.2. Robomorphic array

In this subsection, the effective rank of the fixed robomor-
phic array (meaning no movement of the limbs is exploited)
is analysed. Fig. 2(b) illustrates the effective rank of A(ν, d)
in (4) for different microphone spacings d ∈ {5, 10, 30} cm.
It can be seen that the larger the microphone spacing is, the
faster the effective rank of the matrix increases, reaching full
rank at f ≈ 1500Hz for d = 30 cm.

3.3. System complementarity

The effective ranks of the head and robomorphic arrays are
compared in Fig. 3. The comparison focuses on low frequen-
cies to facilitate the analysis of individual array advantages.
The robomorphic array has a larger aperture, compared to the
head array. This fact provides the robomorphic array with an
advantage up to f = 1500 Hz. On the other hand, above 1500
Hz, the effective rank of the rotating head array is higher.
These results imply that the two arrays can complement each
other in different frequency ranges and the performance of the
combined array is expected to be higher than the performance
of each array alone. Note also that it is possible that the effec-
tive rank of the robomorphic array can be further increased by
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Fig. 2. Effective rank of the rotating head array and of the

robomorphic array as a function of frequency for different ro-

tation velocities α and microphone spacings d, respectively.
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Fig. 3. Comparison of the effective ranks of the 2-microphone

rotating head array and the 5-microphone fixed robomorphic

array as a function of frequency.

utilizing movements of the robot’s limbs and body. However,
this is out of the scope of the current paper and has not been
investigated here.

4. DOA ESTIMATION PERFORMANCE

In this section, we study the DoA estimation performance of
both the rotating head array and the fixed robomorphic ar-
ray. The scenario considered here consists of a single source
in free field. Spatially white Gaussian noise with a power
corresponding to a wide-band Signal-to-Noise Ratio (SNR)
of 10 dB was added to the outputs of the microphones. For
both arrays, L = 40 consecutive snapshots were used. The
DoA estimation was carried out using the following 9 source
directions: (θ, φ) ∈ {(90◦, 90◦), (76◦, 55◦), (104◦, 125◦),
(57◦, 107◦), (123◦, 73◦), (90◦, 60◦), (90◦, 120◦), (60◦, 90◦),
(120◦, 90◦)}. These positions were chosen in order to imitate
interaction of the robot with a frontal source. For each source
position, ten different realizations of white Gaussian noise
where used as the source signals. The white noise was chosen
in order to avoid frequency-dependent SNR. This way, it
is possible to study the array performance over a broad fre-
quency range, which may cover different sources including
low frequency noise and speech. For the estimation, blocks
with length T = 256 samples and overlap of 50%, were used.
The sampling frequency was fs = 10 kHz. The localization
performance was assessed through the standard deviation of
the angle δ between the estimated and true arrival directions.
Furthermore, no outliers have been excluded before calcu-
lating the standard deviation. The results presented in the
following sections were obtained by taking the average of the
individual results for all source positions and source signals.
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4.1. Head array

The outputs of the microphones in the rotating array described
in the previous section were simulated using the overlap-save
technique with the filters changing each millisecond. The fil-
ters for each required direction were formed using the steering
vectors calculated numerically, as mentioned in the previous
section. The estimation of the DoA was based on the model in
(1) and utilized the Space-Domain Distance (SDD) algorithm
introduced in [12]. This is not a subspace algorithm like MUl-
tiple SIgnal Classification (MUSIC). It is used here because
of its ability to utilize the array motion by combining mea-
surements taken at different array positions in a way similar
to the Synthetic-Aperture Radar (SAR) technique [18]. The

SDD algorithm estimates the angles (θ̂, φ̂) in each subband ν
as follows:

(θ̂, φ̂) = argmax
(θ, φ)

(

L−1
∑

τ=0

d (pH(τ, ν),H(τ, ν, α)y(θ, φ))

)

−1

,

(8)
where d(·, ·) measures the tangent between two vectors. For
additional details of this algorithm, the reader is referred to
[12]. The DoA estimation performance of the array was eval-
uated as a function of frequency and rotation velocity. The
results are presented in Fig. 4.
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Fig. 4. DoA estimation performance of the rotating head array

as a function of frequency for various rotation velocities α.

It can be seen that the stationary array is incapable of
DoA estimation with reasonable accuracy over the whole fre-
quency range. This is because the array contains only 2 mi-
crophones and so is incapable of DoA estimation in three di-
mensions. However, the performance improves when rotation
is employed. The improvement is more significant at higher
frequencies, which is in agreement with the analysis of the
effective rank in the previous section.

4.2. Robomorphic array

For the robomorphic array, the spectral MUSIC algorithm
[13, 19] is employed for DoA estimation. The estimated an-

gles (θ̂, φ̂) in each subband ν are given as:

(θ̂, φ̂) = argmax
(θ, φ)

(

a
H(θ, φ)ÛNÛ

H
N a(θ, φ)

)

−1

, (9)

where aH(θ, φ) is the array steering vector according to (5)

and ÛN consists of the MR − S = MR − 1 eigenvectors cor-
responding to the MR−1 smallest eigenvalues of the spectral

correlation matrix R̂xx(ν) = 1/L
∑L

τ=1 x(τ, ν)x
H(τ, ν),

where L denotes the number of STFT blocks, as before. The
relative delays of the source signals required for simulating
the microphone outputs were chosen according to the DoAs

of the sources. In Fig. 5, the DoA estimation performance
of the fixed robomorphic array as a function of frequency
for various microphone spacings d ∈ {5, 10, 30} cm is il-
lustrated. It can be seen that the performance depends on
the array aperture. Increasing the aperture improves the esti-
mation accuracy at low frequencies, as is expected from the
above analysis of the effective rank. However, the larger the
aperture the lower the frequency at which the performance
degrades, due to spatial aliasing. The effect of aliasing is
complex; it depends on array aperture, topology, and source
positions. This makes the high-frequency performance un-
predictable.
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Fig. 5. DoA estimation performance of the robomorphic array

as a function of frequency for various microphone spacings d.

4.3. System complementarity

As can be seen from Fig. 5, the high-performance frequency
range of the robomorphic array shifts to higher frequencies
when the aperture is decreased. However, the aperture can not
be lowered indefinitely; it is limited from below by the abil-
ity of the robot to shrink its limbs. The operating frequency
range can be extended by complementing the robomorphic ar-
ray with the rotating head array. In particular, by using both
arrays simultaneously, high estimation accuracy can be ob-
tained over the whole frequency range. This can be achieved
by increasing the aperture of the robomorphic array, thereby
focusing it on low frequencies, while, at the same time, the
head array will provide high estimation accuracy at high fre-
quencies.

5. CONCLUSION

In the current paper, a dynamic sensing approach to humanoid
robot audition was explored by considering a rotating head
and controllable limbs. Rotation of the robot’s head results in
rotation of the head microphone array, whereas the the con-
trol over movements of the limbs provides the robomorphic
array with a controllable aperture size. Theoretical analysis
of the arrays using the effective rank measure showed that the
rotation of the head is expected to improve the array perfor-
mance at high frequencies, while the control over the aperture
of the robomorphic array can improve the performance at low
frequencies even if this is fixed for the given observation in-
terval. These findings were supported by a numerical study
of the DoA estimation accuracy. The results demonstrate that
the performance can be improved when motion of the robot is
utilized and that the two different arrays can complement each
other at different frequencies. Future work may focus on ex-
ploring the potential of using both arrays in motion and on the
development of localization and signal extraction algorithms
that exploit all sensors simultaneously.
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