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ABSTRACT

In this paper we describe a processing scheme for direction of
arrival estimation using multichannel data in a broadcast dig-
ital television based passive radar system. We discuss the in-
terrelationship between the clutter cancellation stage and the
performance of the direction of arrival (DoA) estimation stage
and show that imperfect knowledge of the reference signal
leads to a non-uniform noise energy distribution in the spatial
dimensions in the processing scheme employed.

Index Terms— Passive Radar, Passive Bistatic Radar, Di-
rection Finding, Clutter Cancellation

1. INTRODUCTION

Passive radar is a reemerging technology area that has re-
ceived much attention in the academic and defence sectors
in the past decade [1, 2, 3, 4, 5, 6]. Whilst passive radar has
a number of strengths and weaknesses with respect to coop-
erative and active monostatic radar, it is the author’s opin-
ion that the recent resurgence in interest is primarily due to
three dominant factors: 1) Spectrum congestion and dimin-
ishing allocation for active radar has motivated the search for
viable alternatives; 2) Improvements in technology have over-
come some historical limitations (computational complexity
and synchronisation issues to name two); and 3) the transmit-
ters typically considered most suitable from an exploitation
standpoint (namely broadcast television and radio) have seen
a change in their modulation structures from analogue to dig-
ital; this has greatly simplified the necessary processing, and
improved system performance, reliability and resolution.

Passive radars that exploit broadcast signals are unique in
the field of radar systems for several reasons:

Firstly, in the typical application, there is an inherent
asymmetry between the transmitter and receiver in terms of
their beampatterns and coverage regions that doesn’t exist in
monostatic radar. As such, and given the potentially omni-
directional nature of the transmitter, it makes sense for the
receiver to be similarly able to search all directions of inter-
est1 simultaneously. This field-of-view requirement leads to
the need for multichannel implementations that possess the
ability to simultaneously search wide (potentially hemispher-
ical) fields-of-regard with as much sensitivity (i.e. effective

1which in many cases may be 360◦ in azimuth

collection area) practicable. In this paper, we consider the
case of a ring array of omni-directional folded dipole ele-
ments to attempt to meet this need. A search of the passive
radar literature indicates that this solution appears as a com-
mon convergence; a fact that is likely due to the reasoning
stated above [7, 8, 9, 10].

Secondly, and in a related direction, most passive radar
systems operate by exploiting a source of continuous wave
(CW) illumination. This may be both a blessing and a curse,
as the radar must operate in an environment with high levels
of continuous interference from the source and clutter envi-
ronment yet the radar is less bound by a transmitter driven
time schedule for any search direction. This means the pas-
sive radar can achieve a high update rate with low complex-
ity RF hardware (i.e. there is no need to support non-linear
beam steering required for pulse chasing). Taken together
with the antenna asymmetry, this creates an opportunity for
hemispherical, persistent surveillance.

Lastly, in traditional radar systems complete knowledge
of the transmitted waveform may be assumed. This is not so
in the case of passive radar where knowledge of the trans-
mitter’s waveform is most typically obtained via direct signal
measurement and, as such, is inherently imperfect.

In this paper, we will investigate a computationally
tractable processing scheme that permits hemispherical, per-
sistent surveillance and furthermore demonstrate the effect
that imperfect knowledge of the transmitted waveform can
have on system performance.

2. SIGNAL MODEL

Fig. 1. System geometry
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In developing the signal model for this paper, we assume
the system geometry depicted in Figure 1; which consists of
a static transmitter and receiver. In this case, we have an
N channel surveillance antenna (represented by sn), as well
as a reference channel (r). r may come from either a dedi-
cated reference antenna (as shown in Figure 1), or it may re-
sult from specifically beamformed surveillance channels. The
originally transmitted signal is x. r may be modelled as:

r = αx+XKγ + ηr (1)

where α is a complex scalar that accounts for propagation
effects, XK is the (NCPI × K) reference signal matrix that
has time delayed versions of x as its columns, and ηr is the
sensor noise and other imperfections. sn is:

sn = XCω + ηs,n (2)

where ω is the (C × 1) weight vector for the direct path in-
terference (DPI) and static clutter, XC is the (NCPI × C)
reference signal matrix. The 1st column of this matrix is the
signal vector x subsequent columns are time delayed versions
of the reference signal. ηs,n incorporates the sensor noise and
any moving targets of interest.

3. PROCESSING SCHEME

The processing scheme developed in this paper is motivated
by several requirements: 1) It must achieve high accuracy de-
lay, Doppler and direction of arrival (DoA) estimates; 2) It
must maximise target SNR in order to improve probability of
detection; and 3) It must minimise computational overhead
(both in terms of processing and data volume sizes required
for distribution) such that real-time implementations may be
feasible on modest hardware. Unfortunately, the third moti-
vating requirement typically acts to counteract the first two.
As such, a suitable trade-off between the three is sought.

3.1. Scenario

In order to permit an indicative analysis of alternate ap-
proaches, we introduce a representative system. Table 1
shows that we are considering a six element ring array with
a dedicated reference antenna for LOS signal collection (i.e.
seven channels in all). For our DoA analysis, we are consid-
ering a total of 1440 {azimuth, elevation} hypotheses.

Figure 2 shows the “far-field” cartesian hypotheses that
correspond to the DoA hypotheses that we desire to test to de-
termine the presence or absence of one or more targets. These
points are used to generate the 6×1 steering vectors to be used
in conjunction with the surveillance array data. The surveil-
lance array is visible as a red dot in the middle of the x-y
plane in Figure 2.Using the geometry shown in Figure 2, we
are able to calculate the set of steering vectors by using the
equation:

ah,n = e−jφh,n (3)

Table 1. System parameters
Description Value
Surveillance Elements (N) 6
Reference Elements 1
DOA Hypotheses (Az × El) 360×4
Surveillance array configuration Ring
Surveillance element type Dipole
Coherent Processing Interval (CPI) 0.1 s
IQ Sample Rate 8 MSps

where φh,n =
2πRh,n

λ ,
Rh,n =

√
(xh − xn)2 + (yh − yn)2 + (zh − zn)2, and

(xn, yn, zn) and (xh, yh, zh) are the cartesian coordinates
of the element and the hypothesis under test, respectively.

Fig. 2. Steering Vector Hypotheses

3.2. Approach

In contextualising our approach, we consider a relatively stan-
dard methodology in terms of signal processing stages; i.e.
we will assume the need for a direction finding / beamform-
ing stage, a clutter mitigation stage, and a delay-Doppler map
formation stage2. Whilst we have identified the need for these
stages, we have not yet identified the implementation details
for each stage, nor the order of processing; these factors shall
be influenced by the requirements stated in Section 3.

It is apparent from the literature [11, 12, 2, 6], that cross-
ambiguity processing of noise-like CW signals with moderate
bandwidths provides adequate to high quality target parame-
ter estimation, resulting in good target separation. Signals
often used in passive radar, such as Digital Video Broadcast
- Terrestrial (DVB-T) and Digital Audio Broadcast (DAB)
signals, belong to this class of signal. It is also readily ap-
parent that, as these signals are typically in the VHF / UHF
region, achieving high accuracy direction of arrival estima-

2Detection and tracking stages would also typically be required but they
will not be considered here due to space constraints.
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tion through the use of highly directive, and therefore suffi-
ciently large, antennas is impractical. Figure 3 shows the di-
rectional response that is achievable using a six element ring
array with a λ/2 element spacing. As shown, this beampat-
tern has a coarse level of angular discrimination (∼ 50◦ at the
half power points) and sidelobe levels that would result in dif-
ficulties discerning between widely spaced targets were their
signal strengths widely varying. Given these two observa-
tions, it appears that target discrimination/separation appears
to be more achievable in the delay-Doppler domain than in
the angular domain.

Fig. 3. Simulated Array response

3.2.1. Computational Considerations

Given the number of DoA hypotheses in a typical scenario
(c.f. Table 1), digitally forming a beam in the time domain for
each hypothesis (shown in Figure 2) would require a moder-
ate amount of computation and generate a significant volume
of data (in our scenario this would be 1440 time series with
NCPI samples in each per CPI). Even if we only applied the
minimal subsequent step of delay-Doppler map formation3

for each beam’s time series, real-time tractability appears un-
likely (i.e. need to form 1440 beams and delay-Doppler maps
in less time than it takes to collect a CPI’s worth of data).

By forming delay-Doppler maps on each element, we
constrain the number of delay-Doppler maps required to N
channels (six in our scenario), which greatly reduces both the
data volume and computational requirement. If we permit
one moderate simplifying assumption, a further improvement
can be achieved. This assumption is: in any given delay-
Doppler bin only one target may be present (i.e. a zero or one
target hypothesis). Given the delay and Doppler resolution
of the system, the validity of this assumption is quite likely.
Under this assumption, we are able to calculate all directional
hypotheses post delay-Doppler map (post-dDM - i.e. using N
samples from each delay-Doppler point independently), but
we only need to retain the peak value and its location, instead
of this information for the entire azimuth and elevation test

3Clutter cancellation has been ignored in this analysis for simplicity’s
sake. In subsequent sections, this stage is included. Incorporating clutter
cancellation exacerbates the data processing issues and, as such, further sup-
ports the conclusions drawn in this section.

space. As such, at the output of the direction finding stage,
we are left with a 3D matrix of dimensions: (Nτ ×Nν × 3),
whereNτ andNν are the number of delay points and Doppler
points under consideration, respectively, and the layers of the
third dimension represent the peak signal value, azimuth and
elevation of arrival, respectively. Compared with the input
data volume of (Nτ × Nν × N ) (N = 6 in our case) or
with the pre-delay-Doppler digital beamforming approach
discussed earlier ((Nτ ×Nν × (360× 4)) for comparable an-
gular sensitivity), we realise a modest to significant reduction
in data volume without imposing a significant loss of target
parameter estimation sensitivity.

3.3. Clutter Cancellation via a Least-Squares Filter

From a target detection in noise perspective, the desirable
surveillance signal (c.f. Eqn. 2) is ηs,n. From a clutter-
estimation and cancellation perspective, ηs,n is the ‘noise’
signal that we wish to retain. As such, with perfect knowl-
edge of the transmitted waveform x(t), we could calculate
the optimal least-squares weight vector (ωopt) by:

ωopt,n = (XH
C XC)−1XH

C sn (4)

In this perfect world, we may then use ωopt,n to estimate
our (clutter free) desired signal (for each channel) by:

sn = sn − (XCωopt,n) (5)

In practise, we don’t know x (or its 2D form XC) and
must instead use r as an imperfect substitute. By using D as
the representation of our imperfect knowledge, we can con-
struct:

R = XC +D (6)

and substitute to achieve:

ωsub,n = (RHR)−1RHsn

= ((XH
C XC +XH

C D +DHXC +DHD)−1

(XH
C sn +DHsn)

= ωopt,n + en (7)

As shown in Eqn. 7, the effect of the corruption (D) is
to introduce an error to the ‘optimal’ weight vector estimate.
When used to calculate our desired signal, we realise (the sub-
optimal version of sn):

s̃n = sn − ((XC +D)ωsub,n)

= sn −XCωopt,n + JΦn (8)

where J is the NCPI × C corruption due to our imperfect
knowledge (common to all channels) and Φn = [ejφn,1 ...ejφn,C ]
is a C × 1 vector that contains the phase information corre-
sponding to the distance between the antenna element and the
clutter component being estimated and cancelled.

s̃n = sn + JΦn = JΦn + ηs,n (9)
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In considering the formulation of the steering vectors of
Eqn. 3 and the clutter cancelled signal of Eqn. 9, we can see
a relationship between the phasor terms in both equations, as
they are both generated by the same mechanism. As a result,
in post delay-Doppler map direction finding, J will integrate
constructively in the direction of the clutter component that
dominates that delay cell. This indicates that J is not uni-
formly distributed in the spatial domain.

In the case of pre delay-Doppler map beamforming, the
clutter components are scaled according to their direction of
arrival and the beam’s look direction. As J also depends on
this scale term, this also results in a non-uniform distribution
of the J term spatially.

4. RESULTS

Real-world multichannel data was collected using the DSTO-
developed experimental passive radar system. The configura-
tion of the experimental system deployed for data collection
was the same as the scenario described in Section 3.1. The
direction of the transmitter relative to the receiver was 164◦

relative to true north. Figure 4 shows the peak signal ampli-
tude and azimuth of arrival maps that result from the applica-
tion of the post-dDM direction finding scheme described ear-
lier4. Figure 5 shows the histogram of the AoA information
shown in Figure 4(b). These figures both show a clear bias
toward the direction of arrival of the transmitter, indicating
that there is structured signal across all delay-Doppler stem-
ming from that direction. Whilst the clutter cancellation stage
has reduced the direct path component by more than 50 dB,
it is clear from the azimuth of arrival delay-Doppler map and
histogram that there is still a dominant residual bias. Eqn.
9 indicates that this structured signal stems from the imper-
fect reference signal used to both calculate the direct path and
clutter coefficients and to subsequently mitigate them. With
perfect knowledge of the reference signal, it is expected that
a uniform distribution of azimuth and elevation angles would
result.

5. CONCLUSIONS

In passive radar, the reference signal is corrupted by both
noise and multipath. As such, its use as a proxy for the orig-
inally transmitted signal will introduce imperfections into the
processed signal. In this paper, we described a computation-
ally efficient approach for multichannel processing that forms
delay-Doppler maps on each element prior to DoA process-
ing. Unfortunately, we also demonstrate both theoretically
and with experimental results that the imperfections intro-
duced in the clutter cancellation stage leads to a non-uniform
distribution of noise energy in the spatial domain. Future
work will seek to redress this deleterious effect.

4the elevation of arrival map has been excluded for brevity’s sake

(a) Peak signal

(b) Azimuth of Arrival

Fig. 4. DF on Clutter Cancelled signal
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