
OOV PROPER NAME RETRIEVAL USING TOPIC AND LEXICAL CONTEXT MODELS

Imran Sheikh1, Irina Illina1, Dominique Fohr1, Georges Linarès2

1Speech Group, LORIA-INRIA, 54500 Villers-lès-Nancy, France
2LIA, University of Avignon, 84911 Avignon, France

{imran.sheikh, irina.illina, dominique.fohr}@loria.fr, georges.linares@univ-avignon.fr

ABSTRACT

Retrieving Proper Names (PNs) specific to an audio docu-
ment can be useful for vocabulary selection and OOV recov-
ery in speech recognition, as well as in keyword spotting and
audio indexing tasks. We propose methods to infer and re-
trieve OOV PNs relevant to an audio news document by using
probabilistic topic models trained over diachronic text news.
LVCSR hypothesis on the audio news document is analysed
for latent topics, which is then used to retrieve relevant OOV
PNs. Using an LDA topic model we obtain Recall up to 0.87
and Mean Average Precision (MAP) of 0.26 with only top
10% of the retrieved OOV PNs. We further propose methods
to re-score and retrieve rare OOV PNs, and a lexical context
model to improve the target OOV PN rankings assigned by
the topic model, which may be biased due to prominence of
certain news events. Re-scoring rare OOV PNs improves Re-
call whereas the lexical context model improves MAP.

Index Terms— OOV, proper names, speech recognition

1. INTRODUCTION

A general observation has been that the majority of Out-Of-
Vocabulary (OOV) words in audio news are Proper Names
(PNs); 56-72% as studied independently in [1–5]. On the
other hand, PNs in audio news are of prime importance to im-
prove speech recognition and content based indexing. In this
paper we focus on retrieving the most relevant OOV PNs for
an audio news document by using probabilistic topic mod-
els trained over diachronic text news. In-Vocabulary (IV)
words hypothesised by Large Vocabulary Continuous Speech
Recognition (LVCSR) are analysed for latent topic and lexi-
cal context, which then helps to retrieve relevant OOV PNs.
The list of retrieved OOV PNs can now be used to recover tar-
get OOV PNs using phone matching [6], or additional speech
recognition pass [7]; or spotting PNs in speech [8].

We propose to use generative probabilistic models to learn
relations between IV words, latent topics and PNs. The main
contributions being (a) different methods for retrieval of OOV
PNs using a topic model; (b) techniques to handle OOV PNs
that have appeared only a few times in diachronic text news;
(c) a lexical context model, which improves ranks of target

OOV PNs retrieved based on topic. The rest of the paper is or-
ganised as follows. In Section 2 we discuss related works and
the novelty of our approach. Section 3 and 4 present proposed
techniques for retrieval of OOV PNs using a topic model and
our lexical context model. Section 5 reports experiments, fol-
lowed by a conclusion in Section 6.

2. RELATED WORK

OOV word recovery and vocabulary selection have been the
interest of researchers for some time. OOV word recovery
techniques have used LVCSR hypothesis to query search en-
gines on the World Wide Web (WWW) [6–8]. From the re-
trieved documents, target OOV candidates are chosen using
phone sequences observed in the pre-identified OOV region
[6,8] or using words adjacent to the OOV region [7]. Vocabu-
lary selection techniques use TF-IDF measures [9], frequency
& recency of new words [10] or selection of all new PNs [11].
Adaptation of vocabulary to a new corpus, using linear com-
bination of existing corpora have also been proposed [12–14].

We propose retrieval of OOV PNs for an audio news doc-
ument with probabilistic models. We use Latent Dirichlet Al-
location (LDA) [15] to model PN-topic relations and propose
a new model to capture lexical context of OOV PNs. Previ-
ously, PNs have been modelled with LDA [16], and a similar
approach [17] based on vector space representation similar to
Latent Semantic Analysis (LSA) [18] has been tried. How-
ever these approaches estimate one LDA/LSA context model
for each PN which restricts them to only frequent PNs. In our
approach, we estimate a global topic model and present tech-
niques to handle infrequent OOV PNs. Lexical context based
on word co-occurrences [19] and mutual information [20] has
been proposed previously to improve LVCSR. Compared to
these works, our lexical context model relaxes the fixed win-
dow length constraint and follows a generative process like
LDA.

3. OOV PN RETRIEVAL USING TOPIC MODELS

Our goal is to retrieve the most relevant OOV PNs for an au-
dio news document (referred to as test document). To achieve
this we rely on collection of diachronic text news; referred to
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as diachronic corpus. To learn relations between words, latent
topics and OOV PNs, topic models are trained using the di-
achronic corpus as training corpus. Given any test document,
IV words are hypothesised by LVCSR and the topic models
are used to infer and retrieve the most relevant OOV PNs.

3.1. Topic Models

Latent Semantic Analysis (LSA) [18], Probabilistic LSA [21]
and Latent Dirichlet Allocation (LDA) [15] have been the
most prominent methods for extracting topics and underly-
ing semantic structure from a collection of documents. While
LSA derives semantic spaces from word co-occurrence ma-
trices and operates using a spatial representation, PLSA and
LDA derive topics using hierarchical Bayesian analysis. We
have chosen LDA to capture PN-Topic relations as it is a well
defined generative model and shown to outperform PLSA and
LSA for document classification [15] and word prediction
[22] tasks.

LDA is used to model topics in the diachronic corpus. For
the diachronic corpus of D text documents, a topic vocabu-
lary of size Nv , the number of topics T and Dirichlet priors
are chosen. Topic model parameters θ and φ are estimated by
Gibbs sampling [23]. θ = [θdt]D×T is the topic distribution
for each document d, and φ = [φvt]Nv×T is the topic distri-
bution to word v from the diachronic corpus, both across T
topics.

3.2. Methods to Retrieve OOV PNs

In this section, we present different methodologies to retrieve
OOV PNs for a test document by using topic models. It
should be noted that these techniques can be applied to any
probabilistic topic model, although we have chosen LDA. Let
us denote LVCSR hypothesis of test document by h and OOV
PNs in the diachronic corpus by ṽx (throughout this paper, ˜
is used for variables associated to PNs and suffix x for OOV).
In order to retrieve OOV PNs, we calculate p(ṽx|h), for each
ṽx and then treat it as a score to rank OOV PNs relevant to h.

3.2.1. Method I: Using Test Document Topic Distribution

This method relies on the topic mixture inferred for the test
document. Given the words observed in h, the latent topic
mixture [p(t|h)]T can be inferred by re-sampling from the
word-topic distribution φ learned during training. Likelihood
of an OOV PN (ṽx) can be calculated as:

p(ṽx|h) =

T∑
t=1

p(ṽx|t) p(t|h) (1)

3.2.2. Method II: Using Document Similarity

This new method relies on topic similarity between h and
each text document d

′
in diachronic corpus which consists the

OOV PN ṽx. Topic mixture [p(t|d′
)]T for each d

′
is available

from θd′ estimated during training. Topic mixture [p(t|h)]T
for h is inferred and likelihood of ṽx is calculated as:

p(ṽx|h) ≈ max
d′
{CosSim(h, d

′
)}

= max
d′


∑T

t=1 p(t|h) p(t|d′
)√∑T

t=1 p(t|h)2
√∑T

t=1 p(t|d
′)2

 (2)

where CosSim(h, d
′
) is the cosine similarity between test

and diachronic document in topic space (for our task, co-
sine similarity gives better performance than KL divergence
and Hellinger distance measures which quantify similarity be-
tween probability distributions). The main idea behind this
technique is to associate each OOV PN with several topic dis-
tributions, each of which is derived from the documents in
the diachronic corpus in which the OOV PN was observed.
While this technique gives the best retrieval ranks to OOV
PNs, it requires iterating through the diachronic corpus.

3.2.3. Method III: Using PN-Word Associations

This proposed method relies on topic based associations be-
tween words in test document (h) and OOV PNs. It does not
require explicit inference of topic mixture of h, and simply
takes the word-topic distributions from φ. Although this sim-
plification skips the hierarchical generative process of LDA, it
exploits the separation of words in topic space. This method
can work with online LVCSR decoding. Denoting words in h
by {wi}Nvh

i=1 , where Nvh is number of words in h,

p(ṽx|h) = p(ṽx|{wi}Nvh
i=1 ) ≈

Nvh∏
i=1

p(ṽx|wi)

=

Nvh∏
i=1

T∑
t=1

p(ṽx|t) p(t|wi)

(3)

3.3. Retrieving Rare/Less-Frequent OOV PNs

Methods I and III rely on p(ṽx|t) which is biased against
OOV PNs observed only few times in the diachronic corpus.
As a result, these methods give lower retrieval ranks to the
rare OOV PNs. Hence, only for rare OOV PNs, we update
Equations (1) and (3) to include p(·|t) and p(t|·) normalisa-
tion, and factors C1

h and C3
h to scale the scores to that of fre-

quent OOV PNs obtained using Equations (1) and (3).

p(ṽx|h) ≈
C1

h

∑T
t=1 p(ṽx|t) p(t|h)√∑T

t=1 p(ṽx|t)2
√∑T

t=1 p(t|h)2
(4)

p(ṽx|h) ≈
Nvh∏
i=1

C3
h

∑T
t=1 p(ṽx|t) p(t|wi)√∑T

t=1 p(ṽx|t)2
√∑T

t=1 p(t|wi)2
(5)
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4. RE-RANKING WITH LEXICAL CONTEXT

A problem with ranking PNs using topic models is that for a
test document h if topic t is prominent (i.e. p(t|h) is high)
then all the PNs which have high p(ṽx|t) take higher ranks.
For instance, the diachronic news corpus from the period of
the 2014 Football World Cup leads to sports topic dominated
by football. As a result, the topic models tend to give higher
scores to football PNs for documents on related sports topic.
Increasing the number and granularity of topics is not a fea-
sible solution when diachronic corpus is not large enough.
Thus topics alone may not be discriminant enough for ranking
OOV PNs. This problem can affect rankings of both rare and
frequent OOV PNs. To address this we propose a lexical con-
text model to re-rank OOV PNs. It models lexical distribution
of PN-word co-occurrences within and across documents.

4.1. Lexical Context Model

ww̃ηṼd

Πβoαo

D
Nvd

Nṽ

Fig. 1. Proper name lexical context model.

Figure 1 shows the graphical representation of our pro-
posed PN lexical context model. It shares similarity with the
smoothed LDA model [15]. For each word in a diachronic
document d, a PN w̃i is first sampled from document specific
PN distribution η, i.e. w̃i ∼ Multi(ηd). Then the corre-
sponding word wi is sampled from the PN specific word dis-
tribution Π, i.e. wi ∼ Multi(Πw̃i

). Ṽd represents PNs spe-
cific to d and αo, βo are Dirichlet priors to η,Π respectively.
Nṽ is total number of PNs andNvd is document specific word
count. For each document, words are assigned to a PN based
on the learnt PN specific word distribution Π as well as the
document specific PN distribution η. We use Gibbs sampling
to estimate the PN assignments; the sampling equation being:

p(w̃i = ṽ|wi = v, w̃−i, w−i, Ṽd) ∝

CV Ṽ
vṽ + βo∑

k C
V Ṽ
vkṽ

+ βoNv

CDṼ
dṽ + αo∑

m CDṼ
dṽm

+ αoNṽ

(6)

where w̃i = ṽ implies that the ith term in a document is as-
signed PN ṽ. CV Ṽ

vṽ is the number of times word v is assigned
to PN ṽ and CDṼ

dṽ is the number of words in d assigned to PN
ṽ. w̃−i and w−i represent all PN and word assignments not
including the ith word. Equation (6) is derived by marginal-
ising out Π and η, which can be later estimated from the first
and second parts of RHS of Equation (6) respectively.

4.2. OOV PN Re-Ranking

Lexical context is used only to re-rank OOV PNs. The topic
model is first used to choose top-N (topic relevant) OOV PNs,
and then the lexical context model to re-rank OOV PNs in the
top-N list. We use Gibbs sampling to infer the best OOV PN
assignments to each word in h using a modified equation:

p(w̃i = ṽx|wi = v, w̃−i, w−i, Ṽd) ∝

NV Ṽ
vṽx

+ CV Ṽ
vṽx

+ βo∑
k

(
NV Ṽ

vkṽx
+ CV Ṽ

vkṽx

)
+ βoNv

p(ṽx|h) (7)

where NV Ṽ
vṽx

is the number of times term wi in h is word v
and assigned to top-N OOV PN ṽx; CV Ṽ

vṽ is the count saved
from training. The top-N OOV PNs are then re-ranked using:

PN (ṽx|h) ≈ p(ṽx|h) + CL
h

∑
kN

V Ṽ
vkṽx

+ αo

Nvh + αoN
(8)

where, CL
h is a scaling factor to combine topic and lexical

model scores of top-N OOV PNs.

5. EXPERIMENTS AND RESULTS

Our approach is evaluated on the Euronews corpus. This cor-
pus consists of French news videos and articles collected from
Euronews (http://fr.euronews.com). From this corpus, the text
news corresponding to the period 01/01/2014 - 31/05/2014 is
chosen as our diachronic corpus. (Automatically choosing a
temporal subset for a diachronic corpus, or retrieving OOV
PNs from a larger diachronic corpus using temporal context,
is another interesting problem which can be addressed using
topic models, but is beyond the scope of this paper.) Di-
achronic corpus vocabulary was filtered by removing PNs oc-
curring only once, non PN words occurring less than 4 times,
and using a stoplist of common French words and non content
words which do not carry any topic-related information. The
filtered vocabulary has 8155 PNs and 8732 words. The words
and PNs which occur in the lexicon of our Automatic News
Transcription System (ANTS) [24] are tagged as IV and the
remaining (2418) PNs are tagged as OOV PNs. (ANTS lex-
icon is based on news articles up to 2008 from French news-
paper LeMonde.) 64% of OOV words in Euronews corpus are
PNs and these OOV PNs comprise 0.52% of the corpus.

Topics and lexical context are modelled with a training set
of 3850 news articles from dates 01-29 of each month. Our
first test set (TestSet-I) is 170 news articles from dates 30-31
of each month. Out of 170 articles, 120 have corresponding
news videos. Our second test set (TestSet-II) is the automatic
and manual transcriptions of these videos. For TestSet-I and
for the manual transcriptions of TestSet-II, the OOV PNs are
removed and the remaining test document is used as input.
The total number of OOV PNs to be retrieved for TestSet-
I, obtained by counting unique OOV PNs per document, is
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331. Out of 331, 126 (38%) of the OOV PNs have occurred
5 times or fewer in the training set. Similarly, the number of
OOV PNs to be retrieved for TestSet-II is 220.

We tried different number of topics in our experiments,
the best performance being obtained for 50 topics. Scaling
factors C1

h, C3
h and CL

h are also set empirically.

5.1. Performance of OOV PN Retrieval
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(a) Topic Models vs Term Frequency based.
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Fig. 2. Recall for OOV PN Retrieval Methods.

Figure 2 shows the performance of the proposed meth-
ods for retrieval of OOV PNs on TestSet-I of text news. For
each of the graphs in Figure 2, X-axis represents the number
of OOV PNs selected from the diachronic corpus by various
methods. Y-axis represents recall of the target OOV PNs. The
methods discussed in Section 3.2 are denoted as M-I, M-II
and M-III respectively. TF is the Term Frequency baseline,
in which the top most frequent OOV PNs in diachronic cor-
pus are selected. Figure 2 (a) shows OOV PN recall using the
methods discussed in Section 3.2, whereas Figure 2 (b) shows
recall after lexical context re-ranking (with N=100) and rare
OOV PN re-ranking as discussed in Section 4 and Section 3.3
respectively. For vocabulary selection, the proposed methods
clearly outperform Term Frequency based selection. OOV PN
retrieval with proposed methods can recover about 78% of the
target OOV PNs by adding only 10% of PNs from diachronic
corpus. Proposed re-ranking methods further improve the re-
call curves by 8-10% (absolute) at top 10% OOV PN vocabu-
lary (operating point chosen by us to compare further results).

Table 1 compares OOV PN retrieval performance of the
methods on TestSet-I of text news articles in terms of Recall
(R) and Mean Average Precision (MAP) [25] obtained with
top 10% of the retrieved OOV PNs. The gain with differ-

Table 1. Recall (R) and Mean Average Precision (MAP) of
OOV PN Retrieval Methods at top 10% OOV PNs.

Re-Ranking TF M-II
R MAP R MAP

None 0.54 0.15 0.87 0.27
Lex - - 0.87 0.31

Re-Ranking M-I M-III
R MAP R MAP

None 0.78 0.26 0.79 0.21
Lex 0.78 0.31 0.79 0.22
Freq 0.88 0.25 0.82 0.21

Lex+Freq 0.88 0.30 0.82 0.22

Table 2. OOV PN Recall on news videos (at 10% OOV PNs).

Re-Ranking M-I M-II M-III

Manual None 0.79 0.87 0.82
Lex+Freq 0.86 0.87 0.82

LVCSR None 0.79 0.87 0.75
Lex+Freq 0.86 0.87 0.76

ent re-ranking methods is shown, where None denotes no re-
ranking, Lex denotes lexical context re-ranking as discussed
in Section 4, Freq denotes re-ranking for rare OOV PNs as
discussed in Section 3.3 and Lex+Freq denotes a combina-
tion of the two. Rare OOV PN re-ranking is not required for
M-II; and no re-ranking applied to TF. As shown for each
of the methods, lexical context re-ranking helps to improve
MAP and rare OOV PN re-ranking improves recall by 3-10%
due to retrieval of rare OOV PNs. Methods I and II, which
are based on topic inference, give better results compared to
Method III, which can work with online LVCSR decoding.

Table 2 shows performance on TestSet-II of audio news.
LVCSR transcripts of the audio news are obtained using
ANTS [24], with 46% Word Error Rate (WER). Performance
of M-I and M-II is not affected for LVCSR transcripts as
they rely on the topic mixture inferred on the test document.
Whereas M-III directly operates on LVCSR hypothesised
words and so its recall is lower than manual transcripts.

6. CONCLUSION

We proposed new methods to retrieve OOV PNs relevant to
an audio news document by using probabilistic topic mod-
els. These methods recover 75-87% of OOV PNs by adding
only 10% of PNs from a diachronic corpus. Methods I and II,
which are based on topic inference, give better results com-
pared to Method III which directly relies on LVCSR hypothe-
sised words, but can work with online LVCSR decoding. We
addressed retrieval of rare OOV PNs, which further improves
the recall. And our proposed lexical context model improves
the mean average precision of OOV PN retrieval. For vo-
cabulary selection, our proposed methods outperform Term
Frequency based selection.
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