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ABSTRACT

Extractive speech summarization methods generally operate
as a binary classifier deciding if a sentence belongs to the
summary or not. However, it is well known that even hu-
man annotators do not agree on selecting most summary sen-
tences. In this paper, we take a probabilistic view of the sum-
marization ground-truth and assume that more frequently se-
lected sentences by annotators are of higher importance. Us-
ing a large summary data-set obtained through crowdsourc-
ing, we empirically show that sentence selection frequency
is inversely related to its summarization rank. Consequently,
we model the relative importance between sentences using
a rank-based classifier. Additionally, we utilize an extended
paralinguistic feature set that has not been previously used
for speech summarization. Lexical and structural featuresare
also included. Support Vector Machine (SVM) is used as
the baseline binary classifier and rank classifier. Experimen-
tal evaluations show that the proposed approach outperforms
traditional binary classifiers with respect to various ROUGE
summarization metrics for different summarization compres-
sion ratios (CR).

Index Terms— Spoken document summarization, par-
alinguistic features, crowdsourcing

1. INTRODUCTION

Automatic speech summarization aims at identifying the most
important and relevant information from an audio signal and
generate a compressed version of the original spoken docu-
ment [1, 2]. By nature, speech summarization is generally
considered an extractive process [3, 4, 5, 6] since the sum-
mary must be generated through combining partitions of the
input signal. In contrast to text summarization, summarizing
a speech signal constitutes of unique challenges, such as, er-
rors in automatic speech recognition (ASR), disfluencies and
redundancy in spontaneous speech, difficulty in sentence end-
point detection, presence of background noise, etc.

In the past, research on speech summarization approaches
utilized various methods including document structure, lin-
guistic and prosodic information, and significance measures
in identifying representative sentences [1]. Recently, super-

vised machine learning based summarization methods have
been widely studied with promising results in various sce-
narios [7, 3, 4, 8]. Most supervised methods view extrac-
tive summarization as a binary classification task. Reference
spoken documents are transcribed and human annotators are
instructed to select sentences that most effectively summarize
the document. Various acoustic, prosodic, lexical and struc-
tural features [3] are extracted from each sentence and the
classifier is trained to distinguish between the two classes:
summary and non-summary. During evaluation, sentences
from the unseen document are rank ordered based on their
posterior probability of belonging to the summary class.

One of the major issues in speech summarization is the
problem of low inter-annotator agreement. Most research
work utilize human generated summaries prepared by a few
annotators. The annotators select sentences or sentence-like
units (SU) as representative of the spoken document which
are used as gold-standard summaries. However, it is gener-
ally known that agreement among annotators is quite low [9]
with average Kappa coefficient between0.2− 0.3. Generally,
multiple annotators agree on selecting a few sentences in the
summary while many sentences are only selected by a single
annotator [2]. This is expected since a given document can
be summarized in different ways and it is extremely difficult
to evaluate their relative quality [10]. The fact that multiple
good summaries can exist is also well known and considered
in calculating the ROUGE (Recall-Oriented Understudy for
Gisting Evaluation) evaluation metric [11].

In this paper, we assume that extractive summarization
annotations are inherently fuzzy and a clear distinction be-
tween summary and non-summary is not optimal [12, 4, 6].
We hypothesize that some sentences are more important or
relevant than others, which are usually the few sentences the
annotators agree on selecting. It is difficult to quantify the
relative importance among sentences unless a large number
of summary ground-truths are available for each document.
For this purpose, we utilize crowdsourcing to annotate a large
number of broadcast news stories. To the best of our knowl-
edge, a crowdsourcing study on this scale has not been done
for broadcast speech summarization in the past.

There are a few alternatives to the binary classification
scheme for extractive summarization, including rank classi-
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Fig. 1. Distribution of sentences in different annotator agree-
ment level. Most sentences are not included in the summary
at all. Very few are selected by all annotators.

fiers [12] and regression [6]. In the former case, a pair-wise
importance rank is learned from the features obtained from
each sentence. During the evaluation phase, the sentences
from the unknown story can be directly rank ordered. In the
regression approach [6], the authors presented different ways
of using a real-valued label to each sentence representing their
importance instead of binary ones. A support vector regres-
sion model is used to learn these importance values as ground-
truth and estimate them during evaluation. In this work, we
utilize both binary and rank classifiers using the MTurk anno-
tations. We assume that, sentence importance is proportional
to the number of rater agreements and use this information to
train our classifiers.

2. CORPUS AND ANNOTATIONS

In this work, we used the RT-03 MDE Training Data Speech
and annotations collected by the Linguistic Data Consortium
(LDC) [13]. There are approximately 20 hours of Broadcast
News and over 40 hours of Conversational Telephone Speech
contained in this corpus. The broadcast news data is a subset
of the 1997 English Broadcast News Speech (HUB4) corpus.
Sentence level annotations and speaker information are also
available along with the transcripts. In this data-set, each au-
dio file correspond to a single news story. We have selected
90 such news stories for the evaluation of our speech summa-
rization system.

2.1. Annotation using Mechanical Turk

In order to obtain gold-standard summarization prepared by
human annotators, we utilize the croudsourcing service Me-
chanical Turk (MTurk) provided by Amazon. The news sto-
ries were published as Human Intelligence Tasks (HITS). For
a given story, each of it’s sentence is displayed with a check-
box on the left side. The assessors (workers) are instructed
to read the story carefully and select10− 15% sentences that
best summarize the article. We provide some flexibility in the
selection amount since not all sentences are of equal length.
Each story was annotated by10 independent assessors. In
order to verify that the workers read the sentences carefully

Table 1. Level of agreement among the ten annotators pro-
viding 10% summaries. Annotators are not the same across
stories. Values are averaged across all stories and annotators.

ROUGE-1 ROUGE-2 ROUGE-L Kappa (κ)
0.54733 0.38710 0.53411 0.2057

[14], we include a mandatory sentence in a random position
within the article. This sentence lets the worker know that it
must be selected to be approved. By verifying that the anno-
tators selected the mandatory sentence, we can identify if the
task was performed carefully. In addition, we restrict the task
for only the workers who have an HIT approval rate of98%
and have performed at least5000 tasks in the past. These cri-
teria ensures that only the serious and dedicated workers are
allowed to perform our summarization HITs.

2.2. Inter-annotator agreement analysis

We perform a series of analysis to evaluate the agreement
among the raters. Firstly, we use the ROUGE scores within
the reference summaries as performed in [4]. For each story,
one assessor’s summary is used as reference while the re-
maining9 are assumed to be automatic summaries. This is
repeated for all the assessors and the average ROUGE met-
ric is obtained across all the stories. Using the recall based
ROUGE metric and Porter stemmer, ROUGE-1 (unigram
match), ROUGE-2 (bi-gram match) and ROUGE-L (longest
common sequence match) values are computed [11]. Aver-
aged Fleiss’ Kappa coefficient for inter-rater agreement [15]
is also computed across the stories. These metrics are shown
in Table 1. Also, in Fig. 1, the distribution of sentences in
different agreement levels is shown. Here, we observe that
majority of the sentences are not selected for summary by
any annotator while only a few are selected by many.

Observing the values in Table 1, it is evident that the
agreement between annotators is not very strong, which is
consistent with previous findings [9]. In our view, this low
inter-annotator agreement is firstly due to the nature of the
summarization task, since a document can be summarized
using different combination of sentences. Secondly, it is due
to the issue of noisy annotations obtained through MTurk
itself. However, with sufficient annotations per story, we can
learn the relative importance between sentences rather than
distinguishing them in two classes.

2.3. A probabilistic view of summary annotations

It should be expected that an important sentence in a news
story will be included in the summary by multiple annota-
tors. Thus, the importance of a sentence is proportional to its
probability of selection. We are interested to observe the dis-
tribution of this probability with sentence rank. Assume a sin-
gle storysi containsNi sentences:{ti1, ti2 · · · tiNi

}, each of
which were selected{ni1, ni2 · · ·niNi

} times by annotators,
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Fig. 2. Number of annotator agreements vs rank of sentences
for a single news story. Top ranked sentences are selected by
most raters while majority are selected by none or a few.
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Fig. 3. Probability distribution of sentence rank in percent-
age of total sentences (in bins of5%). Sentence selection
probability decreases exponentially with increasing rank.

respectively. If the sentencestij are rank ordered according
to their correspondingnij values, we obtain a frequency table
showing the distribution of rank vs. agreement as shown in
Fig.2. Lets assume that the rank oftij is given by an integer
rij ∈ [1, Ni] ∩ Z. Here, we observe that a few sentences are
selected by many raters while others only by a few. There is
a drastic drop in sentence selection frequency with increasing
rank, resembling Zipf’s law.

If we assume that rank is an inherent property of a sen-
tence for a given story, we can estimate a probability density
function of sentence rank. For a single story, the probability
of selecting sentencetij would be p(tij) = nij/

∑
j nij .

In order to aggregate the annotation data from all sto-
ries si of different lengthsNi, we define a relative rank
ρij = rij/Ni ∈ (0, 1]. Next, we computenij and corre-
spondingρij values for all stories. Accumulating the values
of nij in ρij ranges of(0 − 5)%, .., (5 − 100)%, we ob-
tain a frequency table, which in turn can be converted to a
probability density function by dividing each bin value by∑

i

∑
j nij . The resulting distribution is shown in Fig. 3.

Here, we observe a clear exponential decay of sentence se-
lection probability (or importance) with increasing rank.For
example, the sentences in top5% rank is twice as more im-
portant than sentences in5 − 10% rank, with corresponding
selection probabilities of0.376 and0.136, respectively.

3. SUMMARIZATION SYSTEM COMPONENTS

3.1. Segmentation

Previous studies have shown that sentence units are ideal units
for summarization. The transcripts for the LDC corpora pro-
vide sentence level annotations with start and end times. In
our work, we utilize these time-stamps and corresponding
transcripts for audio segmentation and feature extraction.

3.2. Features

3.2.1. Paralinguistic features

We extract various acoustic and prosodic features from each
speech sentence. This feature set was introduced by Schuller

Table 3. Low-level descriptors (LLD)
Energy features (dimension 4)
Sum of auditory spectrum (loudness)
Sum of RASTA-style filtered auditory spectrum
RMS Energy
Zero-Crossing Rate
Speech spectral features (dimension 50)
RASTA-style filter auditory spectrum, bands1− 26 (08 kHz)
Mel Frequency Cepstral Coefficients (MFCC)1− 12
Spectral energy25− 650 Hz, 1− 4 kHz
Spectral Roll Off Point0.25, 0.50, 0.75, 0.90
Spctral Flux, Entropy, Variance, Skewness, Kurtosis, Slope
Voice related (dimension 5)
F0, Probability of voicing
Jitter (local & delta), Shimmer (local)

et al. [16] for the Speaker State Challenge at Interspeech
2011. At first, the frame level features describing acous-
tic properties, known asLow level Descriptors(LLD), are
extracted. These are described in Table 3. Next, for each
sentence in the corpus a global statistic of these features is
calculated, yieldinghigh level features (HLF). The global
statistic produces a single value for the entire sentence which
is independent of the sentence length. The total feature set
consists of4368 dimensions. Due the high dimensionality
of the feature set a correlation based feature selection is per-
formed. The reduced feature set consists of110 dimensional
paralinguistic features.

3.2.2. Lexical features

The following lexical features are extracted from each sen-
tence: i) number of words, ii) number of Named Entities
(NE), iii) number of stop-words, iv) sentiment polarity, v)TF-
IDF (Term frequency - Inverse Document Frequency) vector,
and v) bi-gram language model scores. The Natural Language
Toolkit (NLTK) library [17] is utilized for sentiment analysis
and NE extraction. The IDF values were computed using a
dictionary extracted from Wikipedia and the Google N-gram
data [18]. TF-IDF features are extracted from each word from

5258



Table 2. Experimental results comparing the baseline binary SVM and the proposed rank-SVM classifiers with respect to
ROUGE-1, ROUGE-2 and ROUGE-L metrics.

Metric ROUGE-1 ROUGE-2 ROUGE-L
Compression 5% 10% 15% 5% 10% 15% 5% 10% 15%

Binary SVM baseline 0.28258 0.45911 0.58506 0.18473 0.30051 0.39833 0.27147 0.44385 0.56900
Rank-SVM-1 0.32538 0.53611 0.66262 0.21632 0.37027 0.48196 0.31325 0.52000 0.64797
Rank-SVM-2 0.33591 0.54362 0.67031 0.22628 0.37972 0.49236 0.32347 0.52825 0.65561

a given sentence. The bi-gram language model was trained
on the Brown and ABC corpus provided with NLTK. For this
feature, the log-likelihood score of each bi-gram in a sentence
is computed. For both TF-IDF and bi-gram scores, the min-
imum, maximum, average and summation of the values ob-
tained from a sentence is used features, yielding a total di-
mension of12.

3.2.3. Structural features

Past studies have shown that broadcast news summarization
can be facilitated by features extracted from the structureof
the stories [19]. In this work, we considered the following
structural features: i) duration of the sentence, ii) duration of
the sentence preceding and iii) following the current sentence
and iv) position of the current sentence within the story.

3.3. Classifiers

Our analysis of the corpus in the previous sections show that
sentences in the summary can be ranked based on the agree-
ment of annotators, or probability of selection. Accordingly,
we implement rank learning techniques based on the impor-
tance of each sentence. Many such techniques have been ex-
plored for information retrieval [20, 21, 22]. In this study
we use apair-wiseapproach. Given the sentences in a story
{s1, s2, ..., sn}, the objective of the classifier is to learn the
preference relationship between pairs of instances and pro-
duce the order of sentencess1 > s2 > s3.... > sn. A signif-
icant advantage of rank classifiers for the summarization pro-
cess is that since they learn the relative importance between
different sentences, a single classifier can be used to produce
summaries of varying compression ratios. We implement the
Rank-SVM introduced by Joachims [20] in this work. We
also use SVM as a binary classifier for comparison.

4. EXPERIMENTS AND RESULTS

In order to train the binary classifier, we use the top10%
ranked sentences according to the annotator agreement counts.
These are used assummarywhile the remaining sentence are
considerednon-summary. We train the rank-SVM classifier
in two different ways. For Rank-SVM-1, we use pairs of sen-
tences that have a difference of importance by at least5 rater
agreements. However, both sentences may actually belong
to the summary according to some annotators. For Rank-
SVM-2, we use pairs of sentences so that one of them is in

the top10% rank while the other one is not. This approach is
similar to [12]. The difference between the two approaches
are subtle, but both are based onlearning to rankprinciple.

To generate the summary, we fix the output length to5%,
10% and 15% of the total number of sentences. The top
ranked sentences obtained from the classifiers are included
in the summary. Using the90 broadcast news stories, we
perform a3-fold cross validation experiment. In each fold,
the algorithms are trained on60 sentences and evaluated on
the remaining30. The ROUGE-1, ROUGE-2 and ROUGE-L
metrics are used to evaluate the system summaries with re-
spect to all10 reference (annotated) summaries. The results
are presented in Table 2.

From Table 2, we observe that the rank-SVM classifiers
significantly outperforms the binary SVM classifier. This is
true for all three %CR values across different ROUGE met-
rics. A relative improvement of20% is achieved in ROUGE-
2 metric for 15% CR using Rank-SVM-2 approach, which
is significant considering that both classifiers are trainedus-
ing the top10% sentences. Performance of Rank-SVM-1 and
Rank-SVM-2 seems to be very similar. This demonstrate the
benefit of learning to rank approach in contrast to binary clas-
sification, as in the former approach only the relative impor-
tance is being learnt.

5. CONCLUSIONS

In this work, we have proposed a probabilistic view in extrac-
tive summarization labels and utilized a rank SVM classifier
for selecting summary sentences. In contrast to traditional
view, where sentences are either considered in summary vs.
non-summary class, the proposed method learns the relative
importance between sentences from a large summary annota-
tion obtained through crowdsourcing. The evaluation results
demonstrate that the proposed approach yields superior sum-
marization performance in with respect to ROUGE metrics in
different compression ratios.
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