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ABSTRACT

Unified speech and audio codecs often use a frequency do-
main coding technique of the transform coded excitation
(TCX) type. It is based on modeling the speech source with
a linear predictor, spectral weighting by a perceptual model
and entropy coding of the frequency components. While
previous approaches have used neighbouring frequency com-
ponents to form a probability model for the entropy coder of
spectral components, we propose to use the magnitude of the
linear predictor to estimate the variance of spectral compo-
nents. Since the linear predictor is transmitted in any case,
this method does not require any additional side info. Sub-
jective measurements show that the proposed methods give
a statistically significant improvement in perceptual quality
when the bit-rate is held constant. Consequently, the pro-
posed method has been adopted to the 3GPP Enhanced Voice
Services speech coding standard.

Index Terms— speech and audio coding, frequency do-
main coding, arithmetic coding

1. INTRODUCTION

Speech and audio coding technologies applied in modern
standards such as MPEG USAC, G.718, AMR-WB+ and,
importantly, the ETSI 3GPP Enhanced Voice Services, use
multiple modes such as time-domain coding with ACELP and
frequency-domain coding with TCX to gain efficient coding
for as many signal types as possible [1–4]. Generally, time-
domain coding provides superior performance for signals
with rapidly changing character and temporal events, such as
spoken consonants, applause and percussive signals. Coding
in the frequency-domain, on the other hand, is more effective
for stationary signals such as harmonic music signals and
sustained voiced speech sounds.

In this work we will focus on coding in the frequency-
domain using models of the spectral envelope. Observe that
there are two distinct types of spectral envelope models in
classical literature and technologies; First of all, dedicated
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speech codecs are generally based on linear predictive mod-
els, which model the spectral energy envelope using an IIR
filter. In contrast, classical audio codecs such as MP3 and the
AAC family model the perceptual masking envelope [5, 6].
While these two envelopes do have many common features
– their peaks and valleys are located at the same general fre-
quency areas – the magnitude of peaks and valleys as well as
the overall spectral tilt are very different. Roughly speaking,
masking envelopes are much smoother and exhibit smaller
variations in magnitude then the energy envelopes.

AAC-type codecs use the perceptual masking model to
scale the spectrum such that the detrimental effect of quanti-
zation on spectral components has perceptually the same ex-
pected magnitude in every part of the spectrum [6]. To al-
low efficient coding of the perceptual spectrum, these codecs
then apply entropy coding of the frequency components. For
higher efficiency, the arithmetic coder can use the neighbour-
ing spectral components to determine the probability distri-
bution of the spectral components, such as in USAC [1, 7].
Speech codecs on the other hand use energy envelopes as a
signal model and apply a perceptual weighting filter, much
like the perceptual masking model, on top.

The current work relies on the fact that the spectral en-
velope, as described by the linear predictive model, provides
information of the energy envelope of the spectrum. Since it
thus describes the energy distribution of the spectral compo-
nents, it can be used to describe their probability distributions.
This distribution can, in turn, be used to design a highly effi-
cient arithmetic coder for the spectral components. Since the
linear predictive model is generally transmitted also for TCX
frames, this spectral envelope information comes without ad-
ditional side-information. In contrast to AAC-type codecs,
we thus use an explicit source model in the form of the lin-
ear predictor, and in difference to TCX-type codecs, we use
an adaptive probability distribution for the arithmetic codec
derived from the magnitude of the linear predictor.

In this paper we propose a signal adaptive model of the
probability distributions of spectral components based on the
linear predictive model. The goal is to obtain a fixed bit-rate
arithmetic coder applicable in speech and audio codecs which
use linear predictive modeling. Moreover, our objective is to
design a generic method which is efficient on a variety of bit-
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rates and bandwidths.
The proposed encoder has three steps. First, we use the

perceptually weighted linear predictor as a model for the
shape of the perceptually weighted spectrum. Since this en-
velope does not contain information of the signal magnitude,
we scale the envelope such that the expected bit-consumption
of a signal, whose variance follows the envelope, matches
the desired bit-rate. Second, we scale and quantize the actual
perceptually weighted spectrum such that the bit-rate matches
the desired bit-rate, when using the envelope model. Finally,
we can then encode the spectrum with an arithmetic coder.
The decoder can then apply the same scaling of the envelope
to decode the spectral lines.

2. MODELING THE PROBABILITY DISTRIBUTION

Let A−1k be the samples of the discrete Fourier transform of
that linear predictive model which describes the short-time
temporal structure and thus the spectral envelope of a signal
spectrum Sk. The filter residual can be obtained by multiply-
ing Sk withAk to obtain the residualXk = AkSk. Given that
Ak is an efficient model of Sk, then Xk will be the spectrum
of a white-noise signal. It follows that the expected energy
of every frequency component k is constant σ2

x = E
[
|Xk|2

]
.

Conversely, the expectation of the energy of the perceptual
weighted signal Sk is

σ2
s,k = E

[
|Sk|2

]
= σ2

x

∣∣A−1k ∣∣2 . (1)

For perceptual weighting of quantization errors, prior to quan-
tization, the spectrum is weighted by a perceptual masking
modelWk. It follows that the expected energy of the weighted
spectrum Yk =WkSk is

σ2
y,k = E

[
|WkSk|2

]
= σ2

x

∣∣WkA
−1
k

∣∣2 . (2)

This relation quantifies the relative energy of spectral com-
ponents and can be used as an estimate of their relative vari-
ance in the design of models of the probability distribution of
weighted spectral components.

We can then choose a probability distribution model for
the individual spectral components. The most obvious candi-
dates are either the normal or the Laplacian distribution, since
they are both simple to implement and commonly known to
be fairly accurate models of speech and audio signals. To
determine which distribution fits our approach better, we con-
ducted the following experiment.

As material for the test, we used the 16 critical items of
speech, mixed and music material used in the standardization
of MPEG USAC [1]. The material was resampled to 12.8kHz
and windowed with sine-windows, and transformed to the fre-
quency domain using the MDCT, with 256 frequency bands
and full-overlap. Linear predictive models of order 16 were
estimated for each frame using a Hamming window of length
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Fig. 1. Histogram of relative differences in bit-consumptions
bn and bl when using the normal and Laplacian distributions,
respectively, as measured by r = bn−bl

(bn+bl)/2
.

30ms, centered to align with the MDCT windows. The spec-
trum Sk of each frame was whitened in the frequency domain
with the corresponding envelope model Ak, and perceptually
weighted with Wk, to obtain the perceptually white spectrum
X̃k = AkWkSk. The spectrum was then scaled by the stan-
dard deviation, to remove the effect of signal gain, whereby
variance of the scaled signal was unity. The bit-consumption
of both distributions was then estimated in each frame by

b = −
∑
k

log2 p(X̃k), (3)

where we estimated the probability with the distributions
p(X̃k) =

√
2 exp

(
− |X̃k|√

2

)
for the Laplacian distribution and

p(X̃k) =
1√
2π

exp
(
− |X̃k|

2

2

)
for the normal distribution.

Finally, we calculated the bit-consumption of all frames
in the data for both the normal and Laplacian distributions.
The histogram of the relative difference in bit-consumption
between the distributions is shown in Figure 1. We can ob-
serve that in a majority of cases, modeling with a normal
distribution requires more bits than with a Laplacian. More-
over, importantly, encoding with the Laplacian never yields a
large increase in bit-consumption, whereas it sometimes gives
a big reduction in bit-rate. On average, the Laplace distri-
bution gave a bit-consumption 6% smaller than the normal
distribution. In addition, the highest gains where found for
frames with stationary harmonic content, where the spectrum
is sparse, which is also exactly the frames where TCX should
be used. We thus concluded that in our application a Lapla-
cian is better than a normal distribution.

Since our target is to design a codec with a fixed bit-rate,
we then need to scale the weighted envelope such that its ex-
pected bit-consumption matches the target bit-rate. A Lapla-
cian random variable with variance σ2 has a bit-consumption
expectation of 1 + log2(eσ), where e is Euler’s number. The
variance for the magnitude of the weighted spectrum is then

σ2
y,k(γ) = γ−2|WkA

−1
k |

2, (4)

where γ is the scaling coefficient. It follows that the expec-
tation of bit-consumption of a spectrum with N coefficients
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is

B =N +

N−1∑
k=0

log2 (eγσy,k) . (5)

We can then solve the above equation for γ:

γ =
2
B−1
N

e

(
N−1∏
k=0

σy,k

)−1/N
. (6)

It follows that when the spectral envelope is scaled by the
γ given by Eq. 6, then the expected bit-rate is B for signals
whose magnitude follows the envelope.

3. CODING SPECTRAL COMPONENTS

The proposed arithmetic coder is based on a Laplacian distri-
bution, which is equivalent with a signed exponential distri-
bution. To simplify the process, we can thus first encode the
absolute magnitude of spectral lines and for non-zero values
then also encode their sign with one bit.

The absolute magnitude can thus be encoded using an
arithmetic coder with an exponential distribution. If a spectral
component is quantized to an integer value q, then the original
value has been in the interval [q− 1

2 , q+
1
2 ], whose probability

is given by

p(|Ŷk|) = e−λ(q−
1
2 ) − e−λ(q+ 1

2 )

=
[
e+

λ
2 − e−λ2

]
e−λq = Ce−λq,

(7)

where λ =
√
2/σk, the scalar σk is the standard deviation of

the kth frequency component and C = e+
λ
2 − e−λ2 is a con-

stant. Using this probability, we can easily design a standard
arithmetic coder for the spectral lines [8]. With this arithmetic
coder we can then encode each frequency component consec-
utively, from the low to high frequencies.

Since speech and audio spectra are often dominated by
low-frequency content, at low bit-rates it is a common that
large sections of the high-frequency spectra is sparse or zero.
To improve efficiency, we can therefore discard trailing ze-
ros. We set the decoder to decode the spectra until the max-
imal bit-consumption is reached and set any remaining spec-
tral components to zero. The encoder thus encodes the spec-
trum up to the last non-zero frequency. Informal experiments
showed that with this approach the number of encoded fre-
quency components is often reduced by 30 to 40%.

To use the allocated bits efficiently, the spectrum must be
scaled to obtain the highest accuracy which can be encoded
with the available bits. As an initial guess for the scaling of
the input spectrum Yk, we can scale it such that its energy
matches the energy of the envelope that was scaled to the de-
sired bit-rate. The optimal scaling can then be determined in
a rate-loop implemented as a binomial search. Informal ex-
periments showed that the best scaling can usually be found
within 5 iterations.

4. IMPLEMENTATION DETAILS

The objective of the arithmetic coder is to encode the spec-
trum into the bit-stream as efficiently as possible. To encode
and decode the bit-stream, the numerical operations must
be implemented with fixed-point operations such that differ-
ences in numerical accuracy across different platforms will
not change the outcome. We chose to use a 14 bit integer
representation stored in a 16 bit integer variable, which al-
lows for a sign bit and avoids problems in the last bit due to
differences in rounding.

A related problem in implementation of the arithmetic
coder is that when the standard deviation σk is small com-
pared to the quantized magnitude |Ŷk|, then the probability
p(|Ŷk|) will become so small that it is rounded to zero in the
14 bit representation. In other words, the numerical accuracy
is exhausted and we would be unable to encode such values.
To overcome this problem, we can use the memorylessness
property of exponential distributions to our advantage. This
principle states that

p(|Ŷk| > r + s
∣∣ |Ŷk| > r) = p(|Ŷk| > s). (8)

In our case, if r is the threshold above which the numerical
representation saturates, then we can first encode the proba-
bility p(|Ŷk| > r) and then continue by encoding the proba-
bility p(|Ŷk| − r). By successively increasing r, we can thus
guarantee that numerical saturation is avoided.

In the implementation of the rate-loop, observe that we
need to output the bit-stream only for the final scaling coef-
ficient. To reduce computational complexity, it is then suf-
ficient to only estimate bit-consumption in the rate-loop and
invoke the arithmetic coder only with the optimal scaling.

The bit-consumption of the spectrum for a given scaling
coefficient γ can be efficiently estimated as follows. Let the
quantized value be Ŷk = round(γYk) whereby the total bit-
consumption B(γ) can be calculated by

B(γ) =
∑
k

− log2 p(Ŷk) = − log2
∏
k

p(Ŷk). (9)

Instead of calculating the logarithm for every component, we
can thus calculate a logarithm of the product

∏
k p(Ŷk) and

thereby reduce computational complexity. Note however that
the product can become a very large number, whereby we
must implement the calculation of the product in a represen-
tation where we can guarantee that an overflow cannot occur.

Once the best possible scaling for quantization has been
achieved, we can encode the spectral lines. However, since
the rate-loop described above only approximates actual arith-
metic coding, it may sometimes happen that the bit-budget is
slightly exceeded. A safe-guard against this improbable event
is to reduce the magnitude of the last encoded line until the
actual bit-consumption remains within the budget.
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Fig. 2. The differential AB scores and their 95% confidence
intervals of a comparison listening test measuring the perfor-
mance of the proposed arithmetic coder in comparison to the
coder from MPEG USAC at 8 kbps for wide-band signals.

5. EXPERIMENTS

To determine the performance of the proposed coding method,
we performed a subjective AB comparison listening test [9].
For this test, we implemented the proposed codec in a can-
didate version of the 3GPP Enhanced Voice Services speech
and audio codec [4]. As comparison, we used an arithmetic
coder derived from the MPEG Unified Speech and Audio
Coder, which forms a probability model of spectral lines us-
ing neighbouring lines [1, 7]. The codecs were operating at
a fixed bit-rate of 8 kbps in the wide-band mode. Bandwidth
extension was encoded normally but its output was disabled
to concentrate on differences of the core bandwidth.

The double-blind AB comparison test was performed by
7 expert listeners in a silent room with high-quality head-
phones. The test included 19 samples of mono speech, music,
and mixed material. The differential results of the compare
test are illustrated in Figure 2, where a positive score indicates
a subjective improvement of the proposed codec over the ref-
erence codec using the arithmetic coder of MPEG USAC.

These results show that the mean AB score indicates a
statistically significant improvement of 0.48 points with 95%
confidence. Moreover, no item had a statistically significant
reduction in perceptual quality, but 6 out of 19 items had a sta-
tistically significant improvement. Note that it is remarkable
that the improvement is statistically highly significant even
with a limited number of listeners.

6. DISCUSSION AND CONCLUSIONS

We have presented a method for modeling the probability
distribution of perceptually weighted frequency components
of speech and audio signals using a model of the spectral

envelope and the perceptual weighting function. Frequency-
domain codecs based on the TCX concept model the spectral
envelope using linear prediction, from which an estimate
of the perceptual masking curve can be obtained. Since
the linear predictor is transmitted in any case, the proposed
method can be applied without transmission of additional
side-information.

The proposed method uses the spectral envelope model as
a model of the speech source for construction of a probability
model for the entropy coder. In contrast, conventional meth-
ods have used preceding frequency components to predict the
magnitude of the current component [1, 7]. The conventional
methods thus use an implicit source model, whereas the pro-
posed approach models the source explicitly.

Note that in estimation of the bit-consumption of the spec-
tral envelope, we have used the theoretical entropy of Lapla-
cian distributions, which is accurate only when the quantiza-
tion accuracy is very high. The bias at lower bit-rates is due
to fact that when a spectral line is quantized to zero, its sign
does not need to be transmitted, whereby 1 bit is saved. When
a significant part of the spectrum is quantized to zero, a rather
large number of bits is saved, whereby our bit-consumption
estimates are too high. Informal experiments, however, show
that a more accurate estimate of bit-consumption increases
complexity significantly, but that the impact on overall bit-
consumption was marginal. Such more accurate and complex
estimates of the bit-consumption of spectral envelopes could
thus be avoided.

Whereas the current work uses only the spectral enve-
lope associated with the linear predictor, observe that speech
codecs regularly use also other information which can be used
to estimate spectral magnitude. Namely, long term predic-
tion (LTP) is regularly used to model the fundamental fre-
quency. The long term predictor can be used to model the
comb-structure of spectra with a dominant fundamental fre-
quency. Investigations with such refined envelope models are
left for further study.

The presented results demonstrate that the proposed
method improves perceptual quality at low bit-rates when
the bit-consumption is kept constant. Specifically, subjective
measurements with an AB test showed a statistically signif-
icant improvement. The proposed coding scheme can thus
be used to either increase quality at a given fixed bit-rate or
decrease the bit-rate without losing perceptual quality.

The presented approach is applicable in all speech and
audio codecs which employ a frequency-domain coding of
the TCX type, where a model of the spectral envelope is
transmitted to the decoder. Such codecs include standards
such as MPEG USAC, G.718 and AMR-WB+ [1–3]. In fact,
the method has already been included in the ETSI 3GPP
Enhanced Voice Services standard [4].
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