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ABSTRACT
This paper presents a real-time robust formant tracking sys-
tem for speech signals and electroglottography (EGG) sig-
nals using a real-time phase equalization-based autoregressive
exogenous model (RT-PEAR). PEAR can estimate formant
frequencies robustly even for speech with high fundamental
frequencies using phase equalization preprocessing and LPC
with an impulse train. To reduce the computational complex-
ity of original PEAR, a novel formulation of LPC with an
impulse train is derived. EGG signals were used for stable
detection of pitch marks since PEAR requires them. Formant
estimation errors for the proposed method were less than 5
% regardless of fundamental frequencies with 12-ms process-
ing delay. This technique will be useful for real-time speech
conversion and speech-language therapy.

Index Terms— LPC, formant frequency, phase equaliza-
tion

1. INTRODUCTION

Linear prediction coding (LPC) is a fundamental technique
for the estimation of formant frequencies from speech signals.
However, the estimated formant frequencies of voiced speech
are affected by harmonics, because the model assumes Gaus-
sian noise as the excitation signals even for voiced speech. To
overcome the problem, methods based on the modeling of ex-
citation signals for voiced speech have been proposed. One of
the methods is discrete all-pole (DAP) modeling [1], which
assumes a periodic impulse excitation in LPC for voiced
speech. Another is LPC with a glottal source hidden Markov
model (HMM) [2]. These methods are robust to harmonics
but have high computational complexity and need around ten
iterations. One of the reasons is that the phase characteristics
are different between the speech production model (mini-
mum phase) and natural speech. To reduce the computational
complexity of robust estimation of formant frequencies using
LPC, modifying the phase characteristics of natural speech so
that they fit into a simple periodic impulse excitation model
would be beneficial.

Hiroya and Mochida have proposed a phase equalization-
based autoregressive exogenous model (PEAR) of speech sig-
nals and showed that a robust vocal-tract spectrum can be ob-
tained using it [3]. Phase equalization is way to compensate
phase characteristics of speech signals using a matched fil-
ter [4]. Both the speech spectrum and the subjective quality
of the phase-equalized speech are almost equivalent to those

of the original speech: The human auditory perception is less
sensitive to short-term phase characteristics of speech signals.
The phase-equalized speech signals can be considered to be
the output of the LPC filter whose input is the impulse train
spaced at the pitch period. Due to the phase equalization, an
iteration is hardly necessary for PEAR.

A real-time formant tracking system would be important
for investigating human speech-production mechanisms [5, 6]
and for speech-language therapy. However, there are few
studies on real-time robust formant tracking. Thus, PEAR
may be effective for these purposes, but further reduction in
computational complexity and stable pitch mark extraction
are required for real-time PEAR (RT-PEAR).

In this paper, we report a format tracking system using
an RT-PEAR and show that robust formant frequencies are
obtained with the proposed method in real time.

2. PHASE EQUALIZATION

In phase equalization, the idea is to convert the phase charac-
teristics of the original speech signals to the minimum phase.
This is done by converting the LPC residual signals to a nearly
zero phase [4]. In the voiced speech frame, the LPC resid-
ual signalse(t) are considered to be the impulse train of the
pitch period:e(t) = s(t) −

∑P
p=1 a(p)s(t − p), wheres(t)

represents the original speech signals,a(p) denotes the LPC
coefficients, andP is the dimension of the LPC coefficients.
However, the LPC residual signals for natural speech are not a
zero-phase [Fig. 1 (C)]. So the impulse train is reconstructed
from the filter output using theM + 1 tap FIR filter h(t)
as follows. Provided one pulse exists at a known position
t0 in the frame for the sake of simplicity, the modeled in-
put is represented asδ(t − t0) and the reconstructed input∑M/2

τ=−M/2 h(τ)e(t−τ). The optimum filter coefficientsh are
derived by minimizing the mean squared error between them
in the frame:argmin

h

∑
t(
∑M/2

τ=−M/2 h(τ)e(t − τ) − δ(t −

t0))
2. If the autocorrelation function ofe is a delta function

for the time delay up toM + 1, then

h(t) = e(t0 − t)

/√√√√√ M/2∑
τ=−M/2

e(t0 + τ)2. (1)

That is, the LPC residual is converted into a positive impulse
train through the FIR filter whose coefficients are the values
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Fig. 1. Examples of waveforms for the Japanese vowel /i/.
(A) Original speech signals; (B) excitation signal model for
PEAR; (C) LPC residual signals; (D) phase-equalized LPC
residual signals; (E) EGG signals; (F)∆EGG signals.

of the LPC residual itself, which is reversed at a reference
position in the time domain. For the obtainedh, the phase-
equalized speech signalsx are computed by

x(t) =

M/2∑
τ=−M/2

h(τ)s(t− τ). (2)

Figure 1 shows an example of the results of phase equal-
ization. The phase-equalized LPC residual signals show very
sharp pitch spikes at the instant corresponding to the pitch
mark [Fig. 1 (D)].

3. PROPOSED METHOD

3.1. Original PEAR

The phase-equalized speech signals are considered to be the
output of the LPC filter whose input is the impulse train cor-
responding to pitch markt0, · · · , tI and the Gaussian noise
elsewhere in the frame [Fig. 1 (B)]. Thus, we consider mini-
mizing the following function:∑

t 6=t0,··· ,tI

(xw(t)−
P∑

p=1

â(p)xw(t− p))2

+
∑

t=t0,··· ,tI

(xw(t)−
P∑

p=1

â(p)xw(t− p)−Gw(t))
2, (3)

whereG(ti) for i = 0, · · · , I is the impulse amplitude,∗w is
the windowed signal andI + 1 is the number of impulses in

the frame. The LPC coefficientŝa are calculated by solving
the following simultaneous equation: Rxx(0) . . . Rxx(P − 1)

...
. . .

...
Rxx(P − 1) . . . Rxx(0)


 â(1)

...
â(P )



=


Rxx(1)−

I∑
i=0

xw(ti − 1)Gw(ti)

...

Rxx(P )−
I∑

i=0

xw(ti − P )Gw(ti)


, (4)

whereRxx is an autocorrelation function of the windowed
phase-equalized speech signalsxw:

Rxx(q) =

L−1∑
t=0

xw(t)xw(t+ q), (5)

whereL is the window length. As Eq. (4) is a Toeplitz ma-
trix, we can use the Levinson algorithm to efficiently solve
the equation [7]. The impulse amplitude is obtained so that
Eq. (3) is minimized:

G(ti) = x(ti)−
P∑

p=1

â(p)x(ti − p)w(ti − p)/w(ti), (6)

wherew is the window function. Therefore, we determine
the LPC coefficients and the amplitude iteratively, but we
find iteration is hardly necessary [3]. IfG(t) = 0 for all t,
e.g., the unvoiced speech, then Eq. (4) is equivalent to the
conventional LPC, i.e., the autocorrelation method for phase-
equalized speech signals.

3.2. RT-PEAR

In Eq. (4), calculations of phase-equalized speech signals and
their autocorrelation function and the impulse amplitude are
required. To reduce the computational complexity, we intro-
duce the following assumptions. By substituting Eqs. (1) and
(2) into Eq. (5) under the assumption that the autocorrela-
tion function of e is a delta function for the time delay up
toM +1, Rxx(q) =

∑L−1
t=0 sw(t)sw(t+q) = Rss(q). More-

over, letw(ti−p) bew(ti), then Eq. (6) can be approximated

asG(ti) '
√∑M/2

τ=−M/2 e(ti − τ)2. Therefore,

V (p) =

I∑
i=0

xw(ti − p)Gw(ti)

=
I∑

i=0

w(ti − p)w(ti)G(ti)

M/2∑
τ=−M/2

h(τ)s(ti − p− τ)

'
I∑

i=0

w(ti − p)w(ti)

M/2∑
τ=−M/2

e(ti − τ)s(ti − p− τ). (7)
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The LPC coefficientŝa are obtained by solving the following
equation: Rss(0) . . . Rss(P − 1)

...
. . .

...
Rss(P − 1) . . . Rss(0)


 â(1)

...
â(P )


=

 Rss(1)− V (1)
...

Rss(P )− V (P )

 . (8)

Note that phase-equalized speech signals and their autocor-
relation functions andG are not included in Eq. (8). The
left-hand side matrix has already been decomposed in the
Levinson-Durbin algorithm [7] for conventional LPC. Since
G does not exist, an iteration is not necessary. Thus, com-
putational complexity in RT-PEAR is smaller than that in the
original PEAR.

3.3. Pitch mark extraction

A pitch mark refers to the closure timing of the glottis. In [3],
the positions of pitch markst0, · · · , tI in the frame are de-
tected on the basis of the LPC residual signals as in [4]. How-
ever, pitch-mark extraction had a problem for speech with
high fundamental frequency (F0). Thus, we combine a deriva-
tive of electroglottography (EGG) signals. Concretely, pitch-
mark detection in [4] was conducted for around few samples
from the closure timing of the glottis obtained by∆EGG sig-
nals (gray in Fig. 1).

3.4. TANDEM window

Even when RT-PEAR is applied to estimate a vocal-tract spec-
trum, the obtained spectrum is not temporally stable. Kawa-
hara has found that the temporally stable power spectrum of a
periodic signal can be calculated as the average of two power
spectra by using a pair of time windows temporally separated
for half of the fundamental period, called a TANDEM win-
dow [8]. According to the Wiener-Khinchin theorem, the
power spectrum is the Fourier transform of the corresponding
autocorrelation function. Thus, we can apply the TANDEM
window with RT-PEAR as follows: We use the average of two
autocorrelation functions and the average of two terms ofV
in Eq. (8) for the temporally separated windows.

3.5. Algorithms

Conventional LPC calculates the autocorrelation function
Rss, the LPC coefficients, and the LPC residual signals from
speech signals. Then, for voiced speech, the pitch marks are
obtained by using the LPC residual signals and EGG sig-
nals. For the pitch marks and the LPC residual signals, we
determine the LPC (RT-PEAR) coefficients by Eq. (8).
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Fig. 2. Mean percent errors in F1 and F2 for the five Japanese
vowels.
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Fig. 3. Mean percent errors and their standard deviations in
F1 for F0s.

4. EXPERIMENTS

We constructed the RT-PEAR system with a Renesas SH7785
and evaluated the proposed method using synthesized and nat-
ural vowels. This microprocessor used an SH-4A CPU core
with a maximum operating frequency of 600 MHz and re-
alizes a processing performance of 1080 MIPS. The speech
signals were recorded at a sampling rate of 8 kHz and pre-
emphasized with first-order differentiation. Eight LPC coef-
ficients were obtained with a 4-ms frame shift using a 16-ms
Blackman window. No lag window was used.

4.1. Results for synthesized vowels

The five Japanese vowels /a,i,u,e,o/ were examined. These
steady-state vowels were synthesized from the first four for-
mant frequencies, their bandwidths, and F0 using the Klatt
formant synthesizer [9]. Duration was 2 sec. In this system,
EGG signals are also required. Thus, we created quasi-EGG
signals spaced at pitch period and used them.
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Fig. 4. Vocal-tract spectrum of Japanese vowel /i/ using LPC
(thin line) and RT-PEAR (17 taps; thick line). Speech spec-
trum (dashed line).

Figure 2 shows the mean percent errors in F1 and F2 for
the five vowels for F0 using LPC and PEAR (1 tap and 9 taps)
with a TANDEM window. For LPC, the errors in F1 increased
for with the value of F0. On the other hand, the results of
PEAR (9 taps) showed the error was less than 5% regardless
of F0. PEAR (1 tap) means that phase equalization was not
conducted for LPC residual signals and the errors of PEAR (1
tap) were larger than those of PEAR (9 taps), indicating phase
equalization is effective for reducing the errors. The errors in
F2 had small differences between methods.

Figure 3 shows their standard deviations with/without a
TANDEM window. The standard deviations with a TANDEM
window were smaller than those without it, in particular for
low F0s. This indicated that the TANDEM window improves
temporal stability in formant frequencies for low F0s.

4.2. Results for natural speech

Figure 4 shows the vocal-tract spectrum of the Japanese vowel
/i/ for the conventional LPC and RT-PEAR with a TANDEM
window for a female speaker. The average fundamental fre-
quency was 229 Hz. We can see that the first peak of the
vocal-tract spectrum (F1) of LPC was closer to first harmon-
ics than that of RT-PEAR, indicating that RT-PEAR was less
biased toward harmonics than LPC. This figure also shows
that the envelope estimated by RT-PEAR fitted closer to the
harmonics peaks, as in another robust estimation method [1].

5. DISCUSSION

Computational complexity is evaluated in terms of the num-
ber of products in algorithms (Table 1). The number of quo-
tients is negligibly small.S means a frame shift size. ForI =
3 andM = 4, the computational complexities of PEAR, RT-
PEAR and TANDEM RT-PEAR are 2.8, 1.4, and 2.6 times
as large as that of LPC, respectively. Thus, the computational
complexity of RT-PEAR is half of that of original PEAR.

Table 1. Computational complexity
Number of products

LPC O(LP + P 2)
PEAR

O(2LP + 3P 2 + SP + IM + LM + PI)(LPC+Eq.(4))
RT-PEAR

O(LP + 2P 2 + SP + PIM + 2PI + PM)(LPC+Eq.(8))
TANDEM RT-PEAR O(2LP + 2P 2 + SP + 2PIM + 4PI + 2PM)

Because of the low computational complexity using RT-
PEAR, the processing delay using it was 12 ms. The delay is
small enough for transformed auditory feedback experiments
[5, 6].

6. CONCLUSIONS

We presented a real-time (12-ms delay) robust formant track-
ing system using RT-PEAR and showed that RT-PEAR with
more than one tap is superior to conventional LPC in terms of
robust estimation of formant frequencies to F0. The optimal
number of taps and precise detection of pitch marks without
EGG are an issue for the future.
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