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ABSTRACT

In this paper, a delayless speech enhancement scheme with

zero phase distortion is proposed. It is based on a cascade

of adaptive filters that predicts periodic components with a

significant auto-correlation for lags larger than a value D.

The adaptive filter is positioned at the output of a speech

enhancement algorithm, to adjust the phase of the periodic

components to the noisy signal, and to remove stochastic sig-

nal components with a significant auto-correlation only for

lags smaller than D. The stochastic components are enhanced

in a separate channel and mixed back together with the pe-

riodic components to give an output with no delay or phase

distortion compared to the input signal. Such a scheme is

useful for low-delay processing where the phase of the signal

must be preserved, for instance as a front-end for spatial fil-

tering or when the output is mixed with another source, such

as the direct transmitted sound through the vent in an open

hearing aid fitting.

Index Terms— low-delay filter bank, zero-phase, real-

time prediction, adaptive filters, speech enhancement.

1. INTRODUCTION

In a usual speech enhancement setup, noisy speech is sent

through a filter bank, frequency dependent gains are applied

and the output is an enhanced speech signal with a certain de-

lay. Different techniques exist for reducing the delay. Filter

banks with short analysis or synthesis windows give shorter

delays at the cost of a reduced frequency resolution and in-

creased aliasing [1]. A filter bank equalizer, that converts the

gains to a linear-phase finite-impulse response (FIR) filter has

been proposed as a way to reduce the delay to half of the cor-

responding discrete Fourier Transform (DFT) filter bank [2].

In addition, a minimum-phase auto-regressive (AR) filter has

been proposed that minimizes the delay to a frequency depen-

dent phase shift [3].

In this paper we propose a delayless filtering scheme

with a virtual zero-phase response. By delayless virtual zero-

phase, we mean that the output signal has the property of zero

phase distortion with no delay compared to the input signal,

without actually being filtered by a zero-phase filter (which

cannot be realized in real-time). The scheme can utilize an

existing filter bank with a suitably low delay (approximately a

few milliseconds) and is therefore very flexible. The scheme

is suitable for any application where a low-delay speech en-

hancement scheme is required, for instance in a hearing aid

or mobile phone. Compared to a minimum-phase filter, a

zero-phase filter has no distortion of the phase which can

be important when several signal sources are subsequently

mixed, for instance when doing spatial filtering.

To illustrate the idea, we consider a periodic signal that

is sent through a filter bank with a constant delay of D sam-

ples. Since the signal is periodic, the delay through the filter

bank bank is equivalent to a phase shift and can be canceled

by shifting the phase of the signal output by the phase differ-

ence between the input and output of the filter bank. Any gain

can be applied to the signal in the filter bank, and because the

phase shift cancels the delay, the signal will be identical to a

zero-phase filtered signal. The remaining problem would then

be how to design a filter that can shift the phase to cancel the

delay in the filter bank. However, real world signals are only

periodic for a limited time and for this more general problem

an adaptive filter is needed that can adapt both magnitude-

and phase response to the signal. The problem can be stated

as a prediction problem, where the adaptive filter predicts the

signal D samples in advance. Signal components with a pe-

riodicity shorter than D samples will not be predicted in this

way and we will use the term stochastic signals for them.

The proposed method applies speech enhancement to a

noisy signal and then filters it with a cascade of adaptive filters

that only keeps the periodic signal components phase shifted

to be in phase with the noisy input signal. The stochastic sig-

nal components are separated from the noisy signal and can

be can be added in with a gain factor to the filtered periodic

signal since they are in phase with the noisy signal.

2. PERIODIC SIGNAL ESTIMATION

It is assumed that the noisy speech signal x(n) can be sepa-

rated into a periodic and a stochastic signal:

x(n) = x̂(n) + e(n) (1)
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where x̂(n) is the estimated periodic signal and e(n) is the

stochastic signal. x̂(n) is an all-pass filtered version of x(n)
followed by an adaptive filter:

x̂(n) =

K−1∑

k=0

hk(n)xA(n− k) (2)

where h(n) = [h0(n), ..., hK−1(n)]
T is a vector of the adap-

tive filter coefficients and xA(n) is the output of x(n) filtered

by the all-pass filter A(z). In the following, we only consider

the situation where the all-pass filter is equal to a straight de-

lay of D samples, i.e. A(z) = z−D. The prediction problem

consists of estimating the filter coefficients h(n) that mini-

mizes the expected energy of e(n):

C(n) = E{|e(n)|2} (3)

where C(n) is the cost function to be minimized and E{·}
denotes the expectation operator. There are many ways to

solve this problem, e.g. linear prediction (LP) analysis [4],

but in this paper we use a variant of the well-known nor-

malized least-mean square (NLMS) [5] filter due to its low

computational complexity and since it does not introduce any

further delay in the signal path. Regularization is included by

introducing a leakage factor γ and offset a so the final weight

update equation is:

h(n+ 1) = (1− γ)h(n) + µ
xD(n)e(n)

xD(n)TxD(n) + a
(4)

where xD(n) = [x(n−D), ...x(n−D−K + 1)]T and µ is

the step-size.

The periodic signal estimation can be seen inside the dot-

ted box in Figure 1. The auto-correlation function for some

examples of signal types can be seen in Figure 2. It is clear

from the discussion that the adaptive filter will predict compo-

nents that have a significant auto-correlation for a lag larger

than D. Thus, signal components like voiced speech will be

estimated by the filter while components like noise will not.

Based on the figures, we make the following observations

concerning the adaptive filter : (i) It can adapt to periodic

signal components that have a significant auto-correlation for

a lag larger than D, (ii) signal components with no significant

auto-correlation for a lag larger than D must be removed to

minimize the cost funtion C(n) and (iii) the output of the fil-

ter x̂(n) must be in phase with x(n) to minimize C(n). In

the following, we assume these three observations to be true

even though they will only be approximately true for a given

implementation of an adaptive filter.

Figure 3 shows an example of a noisy speech signal that

is separated into a periodic and a stochastic component.

3. SPEECH ENHANCEMENT WITH ZERO-PHASE

RESPONSE

The speech enhancement is performed using a DFT analysis

filter bank with an analysis window of length 2D. The gain is

A(z) Adaptive
  Filter

Σ

-

 Calculate
Coefficients

Adaptive
  Filter

Speech Enhancement
       with delay A(z)

Periodic signal estimation (A(z))

copy

Fig. 1. The periodic signal is estimated using an adaptive

filter after an allpass filter A(z). The adaptive filter is used

after a speech enhancement algorithm with a delay A(z) to

remove stochastic signal components and adjust the phase of

the periodic signal to be in phase with x(n).

applied to the signal as a linear-phase FIR filter, since it has

a delay D of half the filter length compared to a normal DFT

filter bank with a delay of 2D [2]. At the output of the speech

enhancement algorithm, the adaptive periodic signal estima-

tion filter is applied. This is seen in the bottom of Figure

1. The adaptive filter removes stochastic signal components

and matches the phase of the periodic components with the

noisy signal x(n). The output ŝ(n) is therefore the periodic

components of an enhanced speech signal in phase with the

noisy signal. We note that the speech enhancement and the

copy of the adaptive filter can be swapped around, if A(z)
and the adaptive filter is also swapped around in the periodic

signal estimation. This however, would introduce a delay in

the adaption of the coefficients since the output of the adap-

tive filter would have to pass through A(z).

To determine the optimal value of D, we need to con-

sider the consequences for both the adaptive filter and the

speech enhancement. Since the adaptive filter estimates sig-

nal components with a duration longer than D to be periodic,

a small D means that more of the signal will be estimated

as periodic and hence will be allowed to pass through the

adaptive filter. However, D also determines the delay in the

speech enhancement and a small value of D means a low fre-

quency resolution in the filter bank. A large D value therefore

means that more noise attenuation can be done in the filter

bank while a small D value means that more signal compo-

nents will be let through the adaptive filter. This is a trade-

off that must be determined in some way. Here, we soften

the tradeoff by cascading two adaptive filters with different

delay values D1 and D2 respectively. The first adaptive fil-

ter estimates signal components with a duration longer than

D1 (around 4 to 10ms) and the second filter estimates signal

components from the stochastic components e1 of the first
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Fig. 2. Measured auto-correlation function for three signal

types: A voiced speech sample, an unvoiced speech sample

and white noise that has been filtered to have the same long

term spectrum as speech.

filter with a duration longer than D2 (less than 4ms). This

is illustrated in Figure 4. The stochastic components e2 of

the second adaptive filter comprises all components that can-

not be estimated by any of the two filters. It will be domi-

nated by noise, transient signals and onsets like short bursts

and plosives in speech. Since it consists of components with

a significant auto-correlation only for lags smaller than D1

and D2, it is known that the power spectral density of these

components will be relatively flat compared to the periodic

components. Therefore, we justify only applying a simple

scaling with gain Gs to the stochastic signal e2 to perform

a speech enhancement on the stochastic signal components

without adding any delay or phase distortion. Finally the two

outputs of the speech enhancement blocks with a virtual zero-

phase response ŝ1 and ŝ2 are added to the enhanced stochastic

signal to give the output ŷ.

4. EXPERIMENTAL RESULTS

Eight speech samples sampled at 16kHz were mixed with

babble noise, generated by adding 12 speech samples, at var-

ious signal-to-noise (SNR) ratios and given as input to the

proposed system. For the first adaptive filter, the used values

were D1 = 63 samples, µ = 0.05, γ = 2 · 10−3, a = 0.05,

K = 128. For the second adaptive filter, the same values were

used except D2 = 15, µ = 0.25, K = 64. The parameters for

the adaptive filter were chosen to minimize audible distortion.

For the speech enhancement systems, the DFT analysis filter

bank were designed using a Hann window of length 2 · D1
and 2·D2 respectively. The gain was calculated as the Wiener

gain [6], which was smoothed over time using the decision-
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Fig. 3. A speech signal contaminated with noise is separated

into a periodic and a stochastic signal. (Top) Noisy speech

signal x. (Middle) Periodic signal x̂(n). (Bottom) Stochastic

signal e(n).
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Fig. 4. Two cascaded adaptive filters. The output from the

two speech enhancement blocks can be summed with the en-

hanced stochastic signal since all signals are in phase.

directed a priori SNR [7] with smoothing parameter α = .97
and the noise was estimated using an unbiased MMSE-based

method [8]. The gain is used to design a linear-phase filter

with a delay equal to D1 and D2 respectively [2]. The gain

for the stochastic signal Gs is also calculated as a smoothed

Wiener gain. Since the stochastic signal mainly consists of

high frequency components, the gain is calculated based on

a 1st order high-pass filtered version of the stochastic signal

with a cutoff frequency of 4kHz. PESQ results can be seen

in Figure 5. For comparison, a reference speech enhance-

ment system sRef was also tested, equivalent to the speech

enhancement used in D1 in the proposed scheme without an

adaptive filter. The figure shows the results for the reference

sRef , the output of the speech enhancement and adaptive fil-

ters ŝ1 + ŝ2 and the total output ŷ. It is seen that for low SNR

values they perform very similarly. For higher SNR values,

ŝ1 + ŝ2 performs significantly worse, which illustrates that
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transient information becomes more important for the speech

quality at higher SNR values. sRef and ŷ have very simi-

lar performance, which illustrates that the proposed scheme

is successful in performing speech enhancement without any

significant degradation in the speech quality. Informal lis-

tening tests confirmed that they have a similar overall quality

although there is some difference in the quality of the artifacts

that are present. The reference scheme exhibits some musi-

cal noise which is a well-known phenomenon when the noise

cannot be estimated perfectly. The proposed scheme actually

has a somewhat lower degree of musical noise compared to

the reference system. From listening tests it was found that

the adaptive filter attenuates musical noise making the speech

more pleasant to listen to. It is noted, that if the step-size µ

is too large, it can also introduce certain phase-related arti-

facts when adapting to the signal which can make the speech

sound unnatural. Due to this phenomenon, µ was set to a

relatively small value. Using a larger step-size would enable

the adaptive filter to estimate more of the signal as periodic

components, at the price of more artifacts.
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Fig. 5. PESQ values as a function of input SNR.

Figure 6 shows the cross-correlation function between the

noisy input signal x and the output of the proposed scheme ŷ.

It is seen that the function has a maximum at lag zero, which

shows that the proposed scheme has a delay of zero samples,

and that it is approximately symmetric, which shows that the

phase has not been distorted. The bottom plot in Figure 6

shows the waveform of a voiced speech signal for x, ŷ and

the reference scheme sRef . It is seen that the phase matches

between x and ŷ while the gain of the signals are different.

sRef is delayed compared to x, but since it is a linear-phase

scheme it also has no phase distortion.
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Fig. 6. (Top) The cross-correlation function between the noisy

input signal x and the virtual zero-phase output signal ŷ.

(Bottom) Waveform of inputs and outputs. It is seen that the

proposed scheme matches the phase of the noisy input.

5. CONCLUSION

A delayless speech enhancement scheme with virtual zero-

phase response has been proposed, which allows a noisy

speech signal to be processed with a frequency dependent

gain without modifying the phase or delaying the signal.

This is done by predicting periodic signal components and

phase shifting them to match the input signal. Stochastic

components that cannot be predicted are not phase shifted. It

has been shown that the proposed method results in similar

speech quality to a reference linear-phase speech enhance-

ment scheme and that the proposed scheme has somewhat

less musical noise. It has also been demonstrated by a prac-

tical example that the output has approximately zero phase

distortion compared to the input signal. Further research in-

cludes investigating other prediction methods than the NLMS

method used in this paper.
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