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ABSTRACT

This paper focuses on the problem of single-channel noise reduction
in a transient noise environment for speech enhancement applica-
tion. A typical speech enhancement algorithm requires an estimate
of the noise statistics. However, the problem of noise estimation is
challenging when the statistics of the noise vary significantly with
time. By exploiting the fact that for speech signal most of the energy
is concentrated on the harmonic bands in voiced frames, we propose
an algorithm for the estimation of speech presence probability in the
time-frequency domain. The estimated speech presence probability
is then used for noise estimation for speech enhancement applica-
tion. Evaluations are conducted to compare the speech enhancement
performance between the proposed algorithm and the existing algo-
rithm for various types of transient noise.

Index Terms— Single-channel noise reduction, speech harmon-
ics

1. INTRODUCTION

Single-channel speech enhancement has been investigated inten-
sively for several decades in applications such as hands-free mobile
communication, hearing-aids, teleconferencing and speech recog-
nition. However, the problem is challenging due to the fact that no
reference signal or spatial information is available for background
noise estimation. In addition, the problem becomes more challeng-
ing when the statistics of noise change significantly with time.

A typical speech enhancement system consists of two stages:
noise spectrum estimation and spectral enhancement of noisy speech
signal. For noise estimation, a simple method is the use of a voice
activity detector [1] and noise is estimated during speech silence pe-
riod. However, this method assumes that the noise must be stationary
and the speech signal must be sparse. The minimum statistics (MS)
based algorithm [2] overcomes the above problem by using mini-
mum of the smoothed noisy signal power spectrum as the noise spec-
trum. Similar to the MS method, the minima controlled recursive av-
eraging (MCRA) [3] and improved MCRA (IMCRA) [4] are based
on the minimum energy tracking but they also include recursive av-
eraging across both time and frequency. Given the noise estimate,
various approaches can be applied for enhancement of the noisy sig-
nal. The spectral subtraction is one of the simplest methods [5]
and many following algorithms have been proposed to mitigate its
musical noise problem [6,7]. By incorporating Gaussian statisti-
cal model, the minimum mean-square error (MMSE) log-spectral
amplitude (LSA) estimator was proposed to minimize the distortion
between clean and estimated speech [8]. In [3,4, 9], integration of
the IMCRA noise estimator and LSA speech spectral enhancement
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was investigated. In [10], super-Gaussian priors have been applied
in MMSE estimator and in [11], time-correlation between speech
spectral components are exploited. Another approach proposed for
speech enhancement is based on the subspace method in which the
algorithm separates the signal and noise into their respective sub-
spaces [12—14]. An overview of the state-of-the-art speech enhance-
ment algorithms can be found in [9, 15, 16].

Although significant progress has been made, speech enhance-
ment in a transient noise environment is still challenging. The
conventional MS and IMCRA noise estimation algorithms track the
minimum energy in a predefined window in time-frequency (TF)
domain. The minimum is then taken as the noise estimate by as-
suming that the window contains at least a few noise-only frames
and that noise is short-term stationary within the window. However,
the performance reduces significantly when the noise varies signif-
icantly with time. Reduction of window length may help to adapt
to fast variation of noise but it may introduce speech distortion if
the speech signal is taken as the minimum within a small window.
Therefore, efforts were made to mitigate this problem involving the
non-stationary nature of noise [17-19].

In this work, we propose a method to suppress the transient
noise by exploiting speech characteristics. Exploitation of speech
harmonicity has shown to be an effective method in speech enhance-
ment applications, such as regeneration of the degraded harmon-
ics [20,21] and noise filtering [22,23]. It has also been applied for
speaker tracking in the presence of interference [24]. In this work,
the speech harmonic structure is utilized for noise estimation pur-
pose. More specifically, speech harmonics are used to estimate the
speech presence probability on each TF point. Recursive averaging
is then carried over the past spectral power values that are adjusted
by speech presence probability for the estimation of noise. Finally,
the estimated noise is used for the spectral gain calculation in LSA
estimator for speech enhancement. Simulations are conducted to
compare the performance of the proposed method with the existing
LSA-IMCRA algorithm [3,4,9] in a transient noise environment.

2. PROBLEM FORMULATION

Consider a noisy signal y(n) = z(n) 4+ d(n), where z(n) and d(n)
are clean speech signal and additive noise, respectively, and n is the
sample index. The short-time Fourier transform (STFT) of the re-
ceived signal can be represented as y(k, m) = z(k,m) + d(k,m),
where y(k,m), z(k,m) and d(k,m) are the STFT coefficients of

the received signal, clean speech and noise, respectively, k denotes
the frequency bin index and m is the time frame index. Given the un-
certainty of noise, two hypotheses Ho(k,m) and Hi(k, m) which,
respectively, denotes the absence and presence of a speech signal at
the (k, m)th TF point are applied. By assuming a zero-mean com-
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plex Gaussian distribution of the STFT coefficients for both speech
and noise signals [8,25], the conditional probability density function
of the received signal is given as
y(k,m)|?
by

mexp{ " Nalk,m)
Pr(y(k, m)|H1(k, m)) :w(AT(k m)l_‘_)\d(k m))
ly(k, m)|?
e"p{ " Aa(k,m) + Aq(k,m) } @

where \g(k,m) £ E{|d(k,m)|*} denotes the short-term variance
of noise signal and A, (k,m) £ E{|z(k,m)|*|H1(k,m)} is the
short-term variance of speech signal. Furthermore, by applying
Bayes rule on (1) and (2), the conditional speech presence probabil-
ity p(k,m) = Pr(H1(k,m)|y(k,m)) can be derived as [3,9]

Pr(y(k, m)|Ho(k,m)) =

{1 f(e,m) {1+ E(k,m)} |
O (o) e B
where f(k,m) 2 Pr(Hi(k,m)) is the a priori speech pres-
ence probability, v(k,m) 2 ~(k,m)¢é(k,m)/(1 + &(k,m)).
The variables &(k,m) 2 Ay(k,m)/Aa(k,m) and v(k,m) =
ly(k, m)|?/Aa(k, m) denote the a priori signal-to-noise ratio (SNR)
and the posteriori SNR, respectively.
In general, the speech signal can be estimated by applying a gain
function on the noisy signal, i.e.,

i\(kvm) = g(kvm)y(kvm)' 4

Based on the binary hypothesis, an optimal LSA estimator was pro-
posed in [3], where the gain function is derived as

g(k7 m) = {ng (k7 m)}P(k,m) {gmin}l_p(k)’nb) . (5)
In (5),

_ _&km) }/‘X’ e’
ng(k7m)7 1+§(k:,m) 6Xp(2 v(}“m) t dt ) (6)

is defined as the conditional gain function in the presence of a speech
signal [3, 8] and gmin is a constant determined by the noise natural-
ness [3].

3. PROPOSED ALGORITHM

From (3)-(6), an estimate of the noise power spectrum Aq(k, m) is
required to obtain the gain function g(k, m) in (5). The performance
of the speech enhancement system will therefore be affected by the
noise estimation algorithm. In this work, we propose to derive the
a priori speech presence probability based on the speech harmonic
structure. The noise is then estimated by integrating the speech pres-
ence probability p(k,m) in (3) with a recursive averaging method
over previous TF points.

3.1. Harmonicity based a priori speech presence probability es-
timation

The speech presence probability p(k, m) in (3) requires an esti-
mate of a priori speech presence probability f(k,m), as well as the
estimates of £(k,m) and y(k, m). We address the estimation of
f(k,m) first, by exploiting the speech harmonic structure. It is well
known that speech energy is concentrated on its harmonic bands in
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Fig. 1. Multi-band excitation fitting results for (a) a clean speech signal and
(b) a noise corrupted signal at SNR = 5 dB.

the voiced frames and the harmonics are multiple integers of a pitch
frequency (see Fig. 1 (a)). We assume, in this work, that the back-
ground noise does not have any harmonic structure or it does not
share any harmonic band with the speech signal due to the differ-
ence in pitch frequency. The aim here is to estimate the harmonic
bands of the speech signal and assign a higher a priori speech pres-
ence probability on the harmonic bands. The other frequency bins
are expected to contain less speech information and might be cor-
rupted by noise. For these frequency bins, a lower a priori speech
presence probability will be assigned and these frequency bins will
be used for noise estimation.

To estimate the speech harmonics, the multi-band excitation
(MBE) fitting method [24, 26] which is commonly employed in
speech coding can be applied. Consider, for example, a clean speech
voiced frame z(k, m). Defining spectrum envelop as 7(k, m) and
excitation spectrum as x(k, m), the MBE model is given by

x(kvm) = (kvm)X(k’m)7 @)
Q
x(k,m) = w(k — gkh,), ®)

where w (k) is the DFT coefficient of the STFT analysis window, kb,
is the bin index corresponding to speech pitch frequency at the mth
time frame, ¢ is the harmonic band index and @ is the total number
of harmonic bands considered.

Given y(k, m) at the mth frame, the MBE model fitting can be
achieved by estimating n(k, m) and k£, as defined in (7) and (8).
We first decouple the spectrum envelope 1(k, m) into complex am-
plitude n4(m) for each harmonic band, and specify the frequency
interval [aq, bg] for each of the harmonic bands, where aq = [(q —
0.5)k5,1, bg = (g + 0.5)k},] and || denotes nearest integer. The
MBE fitting process can then be performed on y(k,m) by minimiz-
ing the fitting error across all the harmonic bands given by

Q bg
Em) =" |y(k,m) —ng(m)x(k,m)|*. ()

q=1k=aq

The minimization of (9) is with respect to two variables, 74(m) and
kP,. Equating the derivative of (9) with respect to nq(m) to zero, we

have ,
na(m) = > kla, Y(k,m)X" (k,m)
o (m) =
YL, [x(k,m)2

where (-)* denotes complex conjugate operator. Substituting (10)
into (9), the error function of (9) is then computed with respect to all

; 10)
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pitch frequency bin indices of interest k5, € [kP, , kh.x]. Finally,
the minimum of £(m) is determined and the corresponding k%, is
selected as the estimated %i’n of the mth frame. The MBE estimated
signal can therefore be given by Zyzp(k, m) = 1n(k, m)x(k, m).
It worth noting that Z,;5 (k, m) cannot be directly taken as the en-
hanced output signal since it may contain artificial effects. In this
work, Zyzg (k, m) is used to estimate f(k, m) for noise estimation
purpose.

Figure 1 (a) shows the MBE fitting result for a 32 ms voiced
frame of a clean speech using (9) to (10). It can be seen that the
MBE approximation, shown by the dashed line, is capable of fitting
the clean speech spectrum with only a very small error. Figure 1 (b)
shows the result for the same voiced frame corrupted by a power
drill noise, where the noise energy leakage mainly occurs at approx-
imately 1600 and 1800 Hz. Comparing Figs. 1 (a) and (b), we note
that the speech harmonics which are less corrupted by the noise can
be identified by MBE fitting, while the other frequencies outside the
harmonic bands can be used for noise estimation.

In order to estimate f(k,m), we propose to apply a linear map-
ping on the log spectrum of Zy;5 (k, m), i.e.,

L|zypr (k,m)| — nlkln('c|£1\/IBE(k7m)|)

Fk,m) = . an

mI?X([:@MBE (k,m)|) — mkin(ﬁ‘zMBE(kv m)|)

where L|Zy;pg (K, m)| = 201log,q |Zypg(k, m)|. The rational be-
hind (11) is that the fitted harmonic bands with a higher energy
should be assigned a higher a priori speech presence probability,
while the other frequencies should be assigned lower probability val-
ues. Further, a normalized fitting error for each of the harmonic
bands can be defined as [24],

k, -z k, 2
e (m) = Zk aq |y(b m) &MBE( m)| 7 (12)
fea, [Y(k,m)[?

which gives a deviation measure of the noisy signal spectrum from
the MBE model. The total harmonic energy P (m) for the mth frame
can therefore be defined by a summation of the energy on each har-
monic band tuned by the fitting error £4(m), i.e.,

P<m>—§Qj{1—eq Z\xMBEkm}. (13)

q=1
From (13), it can be seen that for speech-dominant frames whose
energies are concentrated on the harmonic bands with smaller fitting

errors €4(m), P(m) would approach to a higher value. Therefore, a
weighting can be applied across time frames as
1, if P(m) > PH,
w(m) = Pm) — 1?11nm(73(m))7 otherwise , 14
Pu — ming, (P(m))

such that w(m) — 1 indicates a speech frame and vise versa. The
variable P" is an upper-bound threshold. In this work, we have used
P" = 1.5 - median,, (P(m)) in order to be more conservative on
keeping the frames which might contain speech information. With

w(m), f(k, m) can be rewritten as
Fk,m) < f(k,m) - w(m). (15)

It worth noting that for the unvoiced speech frames the value of
P(m) and hence f(k,m) will be small. However, due to the fact
that the voiced speech segments may present before the unvoiced
speech segments and the recursive nature of the noise estimation de-
scribed in Sec. 3.2, the unvoiced segments of the speech will not be
completely removed.

Table 1. Summary of the proposed algorithm.

Initialize Aa(k,1) = [y(k, 1% Aa(k,1) = [y(k,1)]%
gm, (k,1) = 1. Estimate the harmonics for all the frames of
y(k, m) using (9)-(10) and f(k, m) using (11)-(15).

for frame index m > 2:

ly(k,m)|?
Xg(k,m—1)"

1. Estimate 7(k, m) using y(k,m) =
2. Estimate g(lc, m) using (16) and gm, (k, m) using (6).
3. Estimate p(k, m) using (3).

4. Update the noise estimate /)\\d(k, m) using (17)-(19).

5

. Compute g(k, m) using (5) with another speech presence
probability p’(k, m) derived in [3].

6. Enhance the noisy signal using (4).

end

3.2. Noise estimation and speech enhancement

Given f(k, m), noise estimation and hence the speech enhancement
is performed in an iterative manner. From (3), this implies that
&(k,m) and ~y(k, m) need to be estimated recursively using each
time frame signal. In this work, we employ the a priori SNR estima-
tor [3,4], which has been reported to achieve better performance than
the commonly used “decision-directed” approach [25]. In particular,
the a priori SNR can be recursively estimated by

&(k,m) =aegh, (k,m — 1)7(k,m — 1)
+ (1 — a¢) max{y(k,m) — 1,0}, (16)

where g, (k, m) has been defined in (6) and (k, m) is the poste-
riori SNR which will be estimated iteratively using Na(k,m — 1).

Therefore, p(k, m) can be obtained by applying f (Ic m), & (k m)
and 7(k, m) on (3).

For noise estimation, a recursive averaging is applied over the
past spectral power values that is adjusted by p(k, m) [4], i.e.,

Xa(k,m) =Xa(k, m — 1)p(k, m)
+ >‘d7H0 (kvm)(l _p(k7m))7 (17)
where

Ao (ksm) = agha(k,m — 1) + (1 — aa)ly(k,m)[*,  (18)

denotes the averaged noise estimate under the assumption of speech
absence, and aq is a predefined smoothing parameter. From (17), if

p(k,m) — 1 which indicates a speech presence at corresponding

TF point, noise estimation will be held and \g(k, m — 1) will be
taken as Aq(k,m). If p(k,m) — 0, the recursive averaging will
be carried over the past spectral power values as indicated in (18).
It worth noting that the estimate of noise will be biased when the
recursive averaging in (17) and (18) is used [3,4], Thus, a constant
compensation factor 8 can be applied as [4]
Aa(k,m) =B - Aa(k,m). (19)
Finally, speech enhancement can be achieved using (4)-(6). It
worth mentioning that two kinds of speech presence probability
p(k, m) are used in LSA-IMCRA algorithm [3,4,9]. One is based
on the TF distribution of & (k,m) and it is used for gain calculation
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Table 2. Segmental SNR improvement for different types of transient noise (dB).

WGN Power drill noise Destroyer engine noise Babble noise
input SNR | LSA-IMCRA  Proposed | LSA-IMCRA  Proposed | LSA-IMCRA  Proposed | LSA-IMCRA  Proposed
0dB 3.51 7.62 3.45 6.38 4.86 7.71 3.50 3.52
5dB 3.05 6.29 3.24 5.76 4.20 6.65 3.19 3.47
10 dB 2.47 4.38 2.99 4.20 3.79 4.87 2.77 291
Table 3. Segmental LSD reduction for different types of transient noise (dB).
WGN Power drill noise Destroyer engine noise Babble noise
input SNR | LSA-IMCRA  Proposed | LSA-IMCRA  Proposed | LSA-IMCRA  Proposed | LSA-IMCRA  Proposed
0dB 5.73 10.12 2.89 3.28 4.48 2.19 2.22
5dB 4.95 7.95 2.28 2.48 2.93 1.73 1.74
10 dB 4.22 5.74 1.75 1.74 1.66 1.28 1.26

Freq. (Hz) Freq. (Hz) Freq. (Hz)

Freq. (Hz)

Time (sec)

Fig. 2. The spectrograms of (a) a clean speech signal, (b) a signal corrupted
by a power drill interference noise at segmental SNR = 5 dB during 1 s to
3 sand 4 s to 6, (c) enhanced signal by the LSA-IMCRA algorithm and (d)
enhanced signal by the proposed algorithm.

in (5). The other is derived from IMCRA and it is used for noise
estimation. In this work, we follow the same framework where
our p(k,m) is used only for noise estimation purpose. The same

TF-distribution of £(k, m) based speech presence probability esti-
mator proposed in [3] is used for (5). The proposed algorithm is
summarized in Table 1.

4. SIMULATION RESULTS

Evaluations are conducted to compare the performance of the pro-
posed algorithm with the existing LSA-IMCRA algorithm [3,4,9] in
a transient noise environment. Both male and female speech signals
with length of 7 s sampled at 16 kHz from the TIMIT database [27]
were used as clean signals. For noise, white Gaussian noise (WGN),
power drill noise, destroyer engine noise and babble noise obtained
from NOISEX-92 database [28] were used. The noise was added in
20 dB SNR during the whole signal length, in which two transient
periods with length of 2 s were simulated by reducing the corre-
sponding segmental SNR to a range of 0 to 10 dB. For STFT anal-
ysis, a Hamming window of 512 samples length (32 ms) with 75%
overlap was used. For higher frequency resolution, the 512 sam-
ples data frame was padded with zeros and transformed to DFT do-
main using 1024 point FFT. For the proposed method, the speech
pitch frequency was estimated from a range of [90, 300] Hz corre-
sponding to [kP, . kB..] = [7, 20], and Q = Lk;’;‘)ch/ic\%'\ where
kgpen = 321 corresponding to 5 kHz is the maximum frequency-
bin index of speech signal considered, Efn is the estimated pitch
frequency-bin index and |-] denotes nearest integer. The other pa-
rameters were ag = 0.85, ae = 0.95, gmin = —15dB, f =1.2.

Two objective measures are used for performance evaluation.
To measure the noise suppression performance, the segmental SNR
is defined as [3,9, 19]

En{z?(n)}

SNR = 101 LA NN S—
810 {3(n) — 2(n)[?}

(20)

where E,(+) is the expectation over the samples in a time segment
in which the transient noise is present. Also, in order to measure
the distortion, the segmental log spectral distance (LSD) is defined
as [9,19]

K/2 1

2 ~ 2
LSD = Emmd = S 2/ 30 (b, m) — £/ A (k, S
{2 1eRatm —entmP |

where £'A\(k,m) = max{10log;, A\(k,m), d} and § is a small
value defined as 6 = maxx,m){10log,y A(k, m) — 50} in order to
confine the log spectrum within 50 dB dynamic range [9, 19]. The
operator E,, () denotes expectation over time frames.

Figure 2 compares the proposed algorithm with the LSA-
IMCRA algorithm. Figure 2 (a) shows the spectrogram of a clean
female speech signal while Fig. 2 (b) shows the noisy signal in
which the noise level of a power drill interference noise was in-
creased during 1 s to 3 s and 4 s to 6 s, both at a segmental SNR
of 5 dB. The LSA-IMCRA algorithm, shown in Fig. 2 (c), achieves
noise suppression to some extent. However, the algorithm fails to
suppress the noise during 1 to 2 s and 4 to 5 s due to the fact that the
algorithm requires time to estimate the actual noise spectrum using
the IMCRA noise estimator. The segmental SNR improvement and
LSD reduction are 3.6 dB and 2.7 dB, respectively, for the LSA-
IMCRA algorithm. From Fig. 2 (d), it is clear that the proposed
algorithm can achieve better suppression performance than LSA-
IMCRA. In this case, 6.9 dB SNR improvement and 3.7 dB LSD
reduction is achieved by the proposed algorithm.

Table 2 and 3 summarize the segmental SNR and LSD reduction
for various noise types and noise levels averaged over 30 trials of dif-
ferent speech signals. In general, the proposed algorithm achieves
better performance than the LSA-IMCRA algorithm. For example,
the proposed algorithm achieves additional 3.2 dB segmental SNR
improvement and 3.0 dB LSD reduction than the LSA-IMCRA al-
gorithm for the case of WGN at 5 dB input SNR.

5. CONCLUSION

A speech harmonicity based single-channel speech enhancement al-
gorithm is proposed. An a priori speech presence probability is
estimated by utilizing speech harmonic structure in voiced frames.
Noise estimation is then achieved by integrating the recursive av-
eraging framework with the estimated speech presence probability
and used for speech enhancement. Objective evaluations show that
the proposed algorithm achieves better performance than the existing
LSA-IMCRA algorithm for various types of transient noise.
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