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ABSTRACT

In this paper, we propose two approaches to improve deep neural net-
work (DNN) acoustic models for speech recognition in reverberant
environments. Both methods utilize auxiliary information in train-
ing the DNN but differ in the type of information and the manner
in which it is used. The first method uses parallel training data for
multi-task learning, in which the network is trained to perform both a
primary senone classification task and a secondary feature enhance-
ment task using a shared representation. The second method uses a
parameterization of the reverberant environment extracted from the
observed signal to train a room-aware DNN. Experiments were per-
formed on the single microphone task of the REVERB Challenge
corpus. The proposed approach obtained a word error rate of 7.8%
on the SimData test set, which is lower than all reported systems us-
ing the same training data and evaluation conditions, and 27.5% on
the mismatched RealData test set, which is lower than all but two
systems.

Index Terms— Multi-task learning, deep neural network, rever-
beration, room impulse response.

1. INTRODUCTION

Substantial improvements in speech recognition accuracy have been
made in recent years using acoustic models based on deep neural net-
works (DNN). Despite this progress, speech recognition in distant-
talking scenarios remains a significant challenge [1]. In such scenar-
ios, the speech signal must be captured by one or more microphones
located at a distance from the user, which makes it susceptible to
distortion from additive noise and reverberation.

Many methods of dereverberation have been proposed that oper-
ate on the signal or the recognition features, e.g. [2, 3, 4]. Recently,
the REVERB Challenge was held which provided a common cor-
pus and evaluation framework to benchmark various approaches to
improving speech recognition in far-talking scenarios [5]. Among
the top performing systems, a wide variety of approaches were used,
including a linear prediction-based dereverberation algorithm [6],
a Long Short term Memory (LSTM)-based acoustic model, [7],
learning-based speech enhancement [8], and the use of multiple
front-ends and i-vector speaker adaptation [9].

In this paper we are interested in making the DNN inherently
more robust to reverberation and propose two methods to do so.
Both methods are similar in that they exploit auxiliary information in
training the DNN but differ in the type of information and the way it
is used by the network. In the first method, the DNN is trained with
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multi-task learning, in which the network uses a shared representa-
tion to learn to both classify the observations into senones and per-
form feature enhancement. The second method is inspired by recent
work in noise-aware training [10] and i-vector features for speaker
adaptation [11]. In this work, a feature vector that characterizes the
reverberation is extracted from the signal and input to the network,
to create a “room-aware” DNN. These features are extracted from
an estimate of the room impulse response obtained via non-negative
matrix factorization (NMF) [4]. Both methods were evaluated using
the REVERB Challenge corpus, and significant improvements over
a conventional DNN were observed. Furthermore, the proposed ap-
proach outperformed all reported systems that used the same training
data and evaluation conditions on the SimData test set and all but one
system on the RealData test set.

The rest of the paper is organized as follows. In Section 2, multi-
task learning is introduced and we show how it can be applied to
DNN-based acoustic models to improve robustness to reverberation
and noise. In Section 3, we show how features that characterize the
reverberation in the observed signal can be used to create a room-
aware DNN. The efficacy of these two approaches in shown through
a series of experiments in Section 4, and finally, we present our con-
clusions in Section 5.

2. MULTI-TASK LEARNING

Multi-task learning is a technique in which a model is trained to
solve multiple tasks simultaneously, using a shared set of parame-
ters. It is an approach to inductive transfer, or transfer learning, in
which knowledge gained from one task can be applied to other tasks
[12, 13]. The idea of multi-task learning is that internal representa-
tions learned for one task can be helpful for the other tasks, and vice
versa. By learning multiple tasks in parallel, the model can learn
additional information about the domain using the training signals
of the related tasks. MTL allows the internal features discovered by
one task to be used by the other tasks and also enables the learning
of representations that would not have been discovered by training
the network on any of the tasks in isolation.

In this work, the primary task is senone classification, and we
use feature enhancement as the additional task. Specifically, the sec-
ond task is to minimize the squared error between the observed fea-
tures that are corrupted by reverberation and noise and the underly-
ing clean speech features. If y represents the observed reverberant
and noisy speech feature vectors and x represents the underlying
clean speech feature vectors, the MTL objective function used to
train this model is

T =ay plslys) +(1—a) Y (ke —x)* (0
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Fig. 1. Network architecture used for multi-task learning

where the first term is the primary cross entropy task and the second
term is the secondary feature enhancement task, and « is the weight
parameter which determines how much importance the secondary
task should get.

In original multi-task learning algorithm, the entire network was
shared among the tasks and only the output weights between the final
hidden layer and the network outputs were different. In this work
we chose to share the lower hidden layers of the network and have
a single separate higher hidden layer for each task. This is shown in
Figure 1.

Multi-task learning can be viewed as a form of regularization.
Consider that there are several ways the network can learn to prop-
erly classify the observed reverberant training data. For example,
with enough capacity, the network can simply memorize the train-
ing data. By using MTL with an enhancement task, the network
must denoise and dereverberate the features while trying to classify
them. That is, the network is learning that representations good for
producing clean speech should be easier to classify. One signifi-
cant advantage of multi-task learning is that it only impacts training
complexity. At runtime, only the primary task is performed and the
parameters associated with the secondary tasks can be discarded.

In Table 1, the results of a preliminary experiment on the de-
velopment set of the REVERB Challenge corpus to demonstrate the
performance of multi-task learning. The table compares the perfor-
mance a DNN trained with conventional single task learning using a
cross-entropy objective function to a network trained with the pro-
posed multi-task learning strategy. The results for different values of
« in (1) are shown. We can see that when the test data is similar to
the training data (SimData), MTL is highly beneficial, while negligi-
ble improvement is observed when there is significant mismatch be-
tween the test and training data (RealData). The value of o = 0.91
that gave the best results will be used in all further experiments in
Section 4.

3. ROOM-AWARE DNN

Recent work has shown that the performance of DNN-based acoustic
models can be improved by augmenting the standard spectral fea-
tures typically input to the network with auxiliary information ex-
tracted from the signal or environment. For example, in noise-aware
training (NAT), improvements were obtained by appending an esti-
mate of the additive noise corrupting the utterance to the log mel fil-

Table 1. WER on the REVERB Challenge development set

Model SimData WER (%) RealData WER (%)
Baseline 13.63 32.12
MTL (o = 0.85) 12.72 32.52
MTL (a = 0.9) 12.58 32.48
MTL (a = 0.91) 12.41 31.97
MTL (o = 0.95) 12.70 32.53

terbank features [10]. Similarly, improvements have been obtained
by augmenting the input features with an i-vector [11] or learned
code [14] that characterizes the speaker. In this work, our goal is
to provide the network with a characterization of reverberation in
which the speech was captured in order to build room-awareness
into the model.

3.1. Characterizing the room

Unlike noise estimates for noise robustness or i-vectors for speaker
adaptation, there is no standard method of encoding the important
features of a room. However, there are a number of metrics that
describe various aspects of reverberation [2]. In this work, we focus
on two measures in particular. The first is the reverberation time,
which reflects the time it takes the energy of an impulse to decay
60 dB. Reverberation time, denoted as T, can be easily measured
from a measured room impulse response by plotting its energy decay
curve (EDC).

If this is not possible, it must be estimated blindly from the ob-
served signal itself. This remains a difficult research challenge, par-
ticularly in the presence of noise [15]. Furthermore, because the
acoustic properties of a given room are typically frequency depen-
dent, it is often beneficial to evaluate the reverberation time in several
subbands. Knowledge of the reverberation time is crucial for several
dereverberation signal processing approaches, and the difficulty of
blindly estimating it limits the widespread use of these algorithms.

While T is an important feature to describe reverberation, it
is independent of the position of the source and the microphone.
Therefore, it does not provide any indication of the amount reverber-
ant energy that is in the captured signal compared to the desired di-
rect path signal. This can be obtained from the direct-to-reverberant
ratio (DRR), which is the ratio of the energy in the direct path to the
energy from all reflected paths that cause the reverberation. If ng
denotes the sample that divides the direct path of the room impulse
response from the reverberant part, the DRR can be computed as

o h*(n)
2

!
OgIO ZZ+1 h (n)

DRR = 2)

Typically, for a given room, the DRR is lower as user moves farther
from the microphone. Note that DRR is closely related to measures
such as C'30 and C'50, where ngq is fixed at 30 ms or 50 ms respec-
tively.

3.2. Estimating the room parameters

Blind extraction of these room parameters from an utterance is a
challenging problem. State-of-the-art signal processing methods of
extracting Tso from an utterance do not perform accurately in the
presence of noise. In this work we have used a method based on
non-negative matrix factorization, inspired by [4]. This approach
estimates a non-negative representation of the clean speech signal
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and the room impulse response directly from the reverberant speech.
If we define the magnitude of the reverberant observation as Yx[n],
where k represents the frequency index and n represents the frame
index, we assume that

Yi[n] = Xy[n] * Hy[n] 3)

where Hy[n] is the magnitude representation of the room impulse
response, Xy[n] is the magnitude of the underlying clean speech
signal, and * represents convolution. Note that this relationship is
approximate because of the error in representing reverberation as a
magnitude-domain convolution and the possible presence of noise in
the observation. To obtain an estimate of Hy, the following objec-
tive function is minimized with suitable non-negativity and sparsity
constraints, which leads to NMF-style multiplicative updates [4],

Ex =Y (Yiln] = Y Xy[m]Hin —m])® + A " (Xx[n])?

n

where,
Xy[n] > 0, Hy[n] >0, Hy[n] =1

After minimizing Ej, we obtain H &, an estimate of the mag-
nitude representation of the room impulse response for frequency
bin k. Because we are using mel-scale features in our DNN acoustic
model, we perform this NMF estimation on the mel-scale representa-
tion of the magnitude spectrum. This produces a magnitude-domain
estimate of the room impulse response in each of the mel subbands.
The estimate of 7o in each mel subband was obtained by estimat-
ing by constructing the EDC of the corresponding impulse response
and using Schroeder’s backward integration. The result was one 750
estimate for each of the mel subbands, 24 in our case. From these
24 estimates, 9 were selected as most discriminative using the train-
ing data. To see if these estimates effectively convey information
about the room, we clustered the T estimates from a set of training
data from 3 different room sizes. Figure 2 shows the cluster cen-
troids of the 9 selected mel subbands for the three room sizes: large,
medium, and small. As the figure shows, the NMF-based estimates
of the room impulse response are providing Tgo estimates that can
differentiate between different sized rooms.

To estimate the DRR, we averaged the estimated room impulse
responses obtained from the 24 mel subbands and then compared
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Fig. 3. Room-aware DNN with multi-task learning

the energy in the first frame to the energy in the remainder. Thus, the
final feature vector used to characterize the room had 10 dimensions,
consisting of 9 subband 7o estimates and an estimate of the DRR.

This 10-dimensional room characterization vector was then used
as a feature in addition to the usual context window of log mel fil-
terbank features. Note that this room vector was estimated for each
utterance individually. This room-aware DNN is combined with the
multi-task learning strategy described in Section 2 to create the net-
work architecture shown in Figure 3.

4. EXPERIMENTAL EVALUATION

To evaluate the efficacy of the proposed approaches, we performed
a series of experiments on the REVERB Challenge corpus [5]. This
corpus is a farfield version of the WSJCAMO corpus. The multi-
condition training data was created by convolving the utterances
from the WSJCAMO training set with a series of impulse responses
recorded from different several rooms. This reverberant speech was
then corrupted by additive noise captured in these rooms at an SNR
of 20 dB. There are two test sets for evaluation. The first set, called
SimData, is created in the same manner as the training set, although
the rooms (and hence the impulse responses and noise samples) are
different. The SimData test set includes three different rooms, with
each room having a near and far condition, which reflects the dis-
tance from the user to the microphone. The second set, called Real-
Data, is a subset of the MC-WSJ-AV corpus, and consists of utter-
ances from WSJ captured from real users in a meeting room. This
set is recorded in a single room but also has a near and far con-
dition. A development set of both SimData and RealData is also
provided. In the original REVERB Challenge, there were separate
evaluation tracks for one microphone, two microphones, and eight
microphones. All the experiments in this work use the data from one
microphone only.

In all experiments, the primary features input to the neural net-
work were 24-dimensional log mel filterbank coefficients, along with
their delta and delta-delta coefficients. Utterance-level mean nor-
malization and corpus-based variance normalization were applied.
A symmetric context window of 11 frames was input to the network,
resulting in an input vector with a dimensionality of 792. There
were 3168 senones in the system and the labels for the training data
were derived from forced alignment of the clean training data using
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Table 2. WER over Evaluation data

Sim Room 1 Sim Room 2 Sim Room 3 Sim Real Room 1 Real
Model Near Far  Near Far Near Far Avg  Near Far Avg
Baseline 578 6.73 7.03 1226 852 13.38 895 27.56 29.00 28.28
MTL (a = 0.91) 591 635 7.09 1152 7.76 1280 8.57 2692 2849 27.70
MTL+Room information 5.61 637 7.2 1171 7.78 12,18 845 27.79 2833 28.06
MTL+Room information + PT  5.03 6.29 640 1066 691 1136 7.77 27.63 2738 27.50

a GMM-HMM system trained with maximum likelihood. A single
decoding pass was performed using the standard WSJ trigram lan-
guage model. All neural networks were trained using the Computa-
tional Network Toolkit (CNTK) [16].

The baseline system was a 5-layer DNN with 2048 sigmoidal
hidden units per layer. The network was trained using a cross en-
tropy objective function with model parameters randomly initialized.
Training was performed using stochastic gradient descent in mini-
batches of 1024 with a learning rate per sample of 0.002. We then
evaluated the performance of the multi-task learning approach de-
scribed in Section 2. The MTL system consisted of 4 hidden layers
shared by both tasks and 1 additional task-specific hidden layer for
each of the two tasks. We used the same « value of 0.91, which had
the best performance on the development set, as shown in Table 1.
Comparing the results of the baseline system and the MTL system
shown in Table 2, MTL reduces the average WER of the SimData
test set from 8.95% to 8.57%, a relative WER reduction of 4.2%. A
smaller 2% WER reduction was obtained on the RealData test set,
reflecting the mismatched nature of this set.

We then evaluated the effectiveness of adding room-awareness
to the network by introducing the 10-dimensional feature vector
comprised of 750 and DRR estimates to the network. These features
were estimated for each utterance individually using the NMF-based
approach described in Section 3. These features were used along
with the 792-dimensional input vector of log mel filterbank features
to create a room-aware DNN. The room-aware network was trained
as follows. First the MTL network described previously was trained
for 25 epochs. Then the additional room-related features were at-
tached to the first hidden layer with randomly initialized weights,
creating the network shown in Figure 3. This network was then
trained for an additional 10 epochs. The benefit of adding room
awareness to the DNN network can be seen from the third line
of Table 2. Lastly, we retrained the final system using generative
layer-by-layer pre-training to initialize the weights, rather than ran-
dom initialization. As the results indicate, this brings a significant
additional improvement for all test conditions. We also attempted
to learn data-driven codes to describe the rooms, similar to the ap-
proach taken in [14]. However, this did not perform as well as the
proposed reverberation features.

Finally we compared our best results with the top systems from
the 2014 REVERB Challenge. Because we are interested in evalu-
ating the effectiveness of the proposed acoustic model, we limited
our comparison the results that used the same training data, trigram
language model, and evaluation conditions. We would like to point
out that other systems that used additional training data, RNN lan-
guage models, and large batch adaptation observed additional im-
provements. Table 3 compares the average WER of the SimData
and RealData test sets for the top five performing systems from the
challenge and the proposed approach. These systems represent a
wide variety of approaches. The proposed approach outperforms all
other systems on the SimData test set and all but one of the system
on the RealData system.

It is interesting to note that several of these systems used some
form of signal or feature dereverberation algorithm prior to acoustic
modeling while our proposed approach was able to exceed the per-
formance of almost all of these systems without any explicit dere-
verberation. In addition, we note that the multi-task learning system
alone, without the room-aware features, is capable of running in real
time with no added latency.

Table 3. Comparison of top performing single microphone systems
from the REVERB Challenge

Systems SimData  RealData
WER (%) WER (%)
Linear Prediction Dereverb + DNN [6] 8.00 27.8
Spectral Subtraction Dereverb +
GMM-SGMM-DNN ROVER [17] 8.51 23.70
Multi-FE + i-vector + DNN ROVER [9] 10.0 27.1
DNN Dereverb + DNN [8] 11.21 32.45
Multistream GMM + BLSTM [7] 13.75 36.78
Proposed 7.77 27.50

5. CONCLUSION

In this paper we proposed a novel framework to augment auxiliary
information to a deep neural network acoustic model to improve
performance in reverberant environments. First, a multi-task learn-
ing approach was introduced in order to help the network learn a
shared representation that was beneficial for both classification and
feature enhancement. Then we added a vector of room-related fea-
tures to the network that characterized the reverberant environment
the utterance. These features were derived from 70 and DRR esti-
mates extracted blindly from the observed signal. Experimental re-
sults showed that a room-aware DNN trained with multi-task learn-
ing significantly improves the speech recognition performance over
a conventional DNN, and resulted in state of the art performance
on the REVERB Challenge corpus. Future directions of this work
include improving the way in which room information is extracted
and incorporated into the network, incorporated adaptation in order
to improve the performance on the RealData test set, and extending
this approach to multiple microphones.
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