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ABSTRACT

Multi-task learning (MTL) for deep neural network (DNN) multi-
lingual acoustic models has been shown to be effective for learning
parameters that are common or shared between multiple languages[1,
2]. In the MTL paradigm, the number of parameters in the output
layer is large and scales with the number of languages used in
training. This output layer becomes a computational bottleneck.
For mono-lingual DNNs, low-rank matrix factorization (LRMF) of
weight matrices have yielded large computational savings[3, 4]. The
LRMF proposed in this work for MTL, is for the original language-
specific block matrices to “share” a common matrix, with resulting
low-rank language specific block matrices. The impact of LRMF
is presented in two scenarios, namely : (a) improving performance
in a target language when auxiliary languages are included during
multi-lingual training; and (b) cross-language transfer to an unseen
language with only 1 hour of transcribed training data. A 44%
parameter reduction in the final layer, manifests itself in providing a
lower memory footprint and faster training times. An experimental
study shows that the LRMF multi-lingual DNN provides competi-
tive performance compared to a full-rank multi-lingual DNN in both
scenarios.

Index Terms— Low-resource speech recognition, Multi-lingual
speech recognition, Neural Networks for speech recognition, Multi-
task Learning

1. INTRODUCTION
In many automatic speech recognition (ASR) applications it is a
challenge to configure acoustic models in a new language, especially
when the amount of transcribed data required to do so is limited.
This problem is often addressed by including auxiliary languages
during training acoustic models with the goal of improving ASR
performance in a target language [5, 6]. When the new language
is not seen during training, existing acoustic models obtained using
multi-lingual training are used either to initialize training in a new
language, or adapt the model-parameters from this initial acoustic
model to the new target language [1, 2, 7, 8, 9, 10]. This process is
often termed as cross-language transfer [5].

Recently, hybrid deep neural network - hidden Markov model
(DNN-HMM) acoustic models have yielded state-of-the-art results
on many well-known speech tasks [11, 12]. Further, it has been
shown that hidden layers in DNNs, trained in a multi-lingual manner
are transferable across languages [9, 13, 1]. The work in this paper
is applied to two paradigms associated with multi-lingual training
of hybrid DNN-HMM acoustic models for ASR. The first paradigm
is multi-task learning (MTL) [14] where the parameters of a single
DNN are trained using utterances from multiple languages. The in-
terest here is in the multi-lingual DNN architecture depicted in the
block diagram of Figure 1a. The goal in this scenario is to improve
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ASR performance in a target language by including auxiliary lan-
guages during training. The input and hidden layers of this network
are shared across multiple languages and the output layer consists
of separate activations for each language. The second paradigm is a
cross language transfer (XLT) scenario depicted in Figure 1b where a
hybrid DNN trained from a set of well-resourced languages is lever-
aged in training an acoustic model for a new under-resourced lan-
guage. This is done by removing the final layer of the multi-lingual
network in Figure 1a, and replacing it with a new output layer whose
weights are trained from available data obtained from the new lan-
guage as shown in Figure 1b.

Techniques are investigated for minimizing language-specific
cost functions jointly for all languages in the multi-task learning
paradigm and in the unseen target language for the cross-language
transfer paradigm. Techniques are also investigated for minimizing
computational complexity associated with the networks in Figure 1.
This is accomplished through the use of low rank matrix factoriza-
tion (LRMF) to reduce the total number of weights in the last layer
of these networks. The impact of this low-rank matrix factoriza-
tion is investigated on multi-task DNN training and cross-language
transfer.

The paper is organized as follows. First, an overview of DNN-
HMM hybrid acoustic models is presented in Section 2. A descrip-
tion of multi-task learning for multi-lingual ASR is then presented
in Section 3. Section 4, introduces low-rank factorization for the
final soft-max layer. Section 5 presents an experimental study inves-
tigating the impact of low-rank factorization of the soft-max layer
on multi-task DNN training and cross-language transfer. Finally, the
paper concludes with a discussion regarding our experimental study
and detailing directions of future work.
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(a) Multi-task DNN Training
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(b)Cross-Language Transfer

Fig. 1: Multi-lingual DNN Training
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2. HYBRID DNN-HMM ACOUSTIC MODELS
In hybrid DNN-HMM[15, 11, 12] acoustic models, a DNN is used
directly to model the posterior probability p(j|xt), of an HMM
context-dependent state j ∈ 1, . . . , J , given an input speech frame
xt. Here J denotes the total number of context-dependent HMM
states. These frame dependent posteriors are converted to likelihoods
using HMM state prior probabilities. HMM state prior probabilities
are obtained using the training data and an initial continuous-density
HMM (CD-HMM) system.

A DNN with L layers has parameters Θ = {Wl,bl}Ll=1, where
Wl are referred to as weights for a layer, and bl are referred to as
biases for that layer. Here Θ is used to denote the collective set
of parameters for a DNN. The input to each layer, after having un-
dergone an affine transformation due to the weights Wl and biases
bl in that layer, produces a signal hl that is propagated through an
element-wise activation function to yield an input to the next succes-
sive layer. A popular choice of the activation function for each unit
i ∈ 1, . . . , I , in layer l ∈ 1, . . . , L − 1 is the non-linear sigmoid
activation function σi(hi) = 1/(1 + exp−hi). The final layer L
is a classification layer where the units (and hence training targets)
are context-dependent HMM states j ∈ 1, . . . , J . This layer has a
soft-max non-linearity soft−max(hL

j ) = exp(hL
j )/

∑
j exp(hL

j )
that provides an approximation to the required posterior probability
p(j|xt).

An L-layer DNN, with parameters Θ is trained using mini-batch
stochastic gradient descent (SGD) to minimize a suitable error crite-
rion J(Θ). The error criterion used in this work is the cross-entropy
error criterion given by J(Θ) = −

∑
t

∑
j p̂(j|xt) log(p(j|xt).

The quantity p̂(j|xt) treated as the ground-truth classification for
the frame xt is obtained from a Viterbi-alignment using the CD-
HMM. The SGD is carried out over a mini-batch of randomly se-
lected m speech frames. The gradients for the parameters Θ are
computed and updated using the back-propagation algorithm[16].
Recently, unsupervised and the supervised pre-training procedures
have been motivated for initializing DNN fine-tuning using back-
propagation[12, 11]. Without preference for one method over an-
other we chose unspervised Restricted Boltzman Machine (RBM)
pre-training as motivated by the authors of [12, 11] to initialize our
DNNs before fine-tuning.

3. MULTI-TASK LEARNING FOR MULTI-LINGUAL ASR
The challenging task of building an ASR system in a low-resource
language is often alleviated by borrowing information from a so-
called resource-rich language ASR system. Irrespective of the mod-
elling approach used, the idea of transferring or sharing statisti-
cal model parameters that characterize acoustic-phonetic knowledge
across languages is a well-known approach to this problem. Multi-
task learning (MTL) focuses on learning different yet related tasks
simultaneously[17, 14] with a common classifier. The global cost
function for MTL is a sum of costs of each of the individual tasks.
The data from each of the individual tasks during training is pre-
sented in no particular manner. Huang et al.[1], in their work employ
MTL for cross-language transfer in DNN acoustic modelling. Previ-
ous work by Ghoshal et al.[9] is an example of adaptive learning for
knowledge transfer between languages. Both adaptive learning and
MTL are sub-instances of transfer learning[14]. For multi-lingual
training, it has been acknowledged by the authors in [9] that the lan-
guage sequential manner of training multi-lingual DNNs could be
suboptimal. In this work we decided to adopt a multi-task learning
approach to avoid ambiguity regarding the best language-sequential
order for multi-lingual DNN training.

In training a DNN in a multi-task fashion, each mini-batch con-

tains data from all the tasks or in this context all the languages in
question. The back-propagation algorithm needs to be modified in
order to train a DNN multi-task fashion. The parameters of all the
shared hidden layers are updated with the data from all the languages
in a mini-batch. On the other hand, the parameter update for the each
language specific soft-max or the final classification layer is com-
puted only from the language specific examples in the mini-batch.
During decoding the posteriors are taken from the language-specific
outputs in the final layer. Multi-task DNN training and its use in
decoding is as illustrated in Figure 1a.

Cross-language transfer is illustrated in Figure 1b. After multi-
task DNN training, the shared layers are kept intact and a new ran-
domly initialized soft-max layer is placed on top. With a limited
amount of training data only the parameters of the new soft-max
layer are updated[1, 18]. The impact of LRMF on cross-language
transfer is investigated in Section 5.3.

4. LOW-RANK FACTORIZATION
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Fig. 2: Soft-max layer after factorization

From Figure 1a, it is apparent that the weight matrix for this final
layer is composed of three block matrices corresponding to each of
the three languages used for multi-task DNN training. The number
of parameters in this layer scale with the number of languages used
in training. This slows down multi-task training considerably, and
necessitates the use of large amounts of memory and disk space.

Recently Sainath et. al[3] and Xue at al.[4], have shown low-
rank matrix factorization(LRMF) to be an effective method reducing
computational and space complexity for mono-lingual DNNs. In
[3], the network is restructured replacing the weight matrix for
the final soft-max layer by two matrices with a linear “bottleneck”
layer in-between. The DNN in this case implicitly learns the fac-
torization during DNN training. On the other hand in [4] is it
shown that considerable savings is possible by using Singular Value
Decomposition-based LRMFs for the weight matrices in all layers of
an initially well trained DNN. Their temporary loss in performance
is recovered through further fine tuning.

LRMFs have been explored for building a robust language-
independent front end feature extractor for low-resource Tandem
DNN based ASR [19]. The goal in this work on the other hand is
to use LRMFs to reduce computational complexity of multi-task
DNN training for hybrid DNN-HMM systems. Figure 2, illus-
trates how the three language-specific block matrices in the final
weight layer are replaced by a shared matrix of size r × 1024
and three language specific matrices of size 3100 × r. Here r
is a parameter that determines the rank of the shared matrix and
the language-specific matrices. In this work a value of r = 512
is used. The number of parameters in output layer of the orig-
inal network is 3 × 3100 × 1024 = 9523200. In a LRMF
with r = 512 the number of parameters in the final layer is
3 × 3100 × 512 + 512 × 1024 = 5285888. This simple change
amounts to a 44% reduction in the number of parameters in the
output layer.

5. EXPERIMENTS
This section presents the results of an experimental study performed
to evaluate the impact of the multi-task learning (MTL) for DNNs
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and cross-language transfer (XLT) paradigms displayed in Fig-
ure 1. The impact of LRMF is also investigated for both training
paradigms. Multi-task training is performed using the German as
the target language and Spanish and Portuguese auxiliary languages
taken from the Globalphone speech corpus [20, 21]. MTL is eval-
uated by observing ASR performance on German when compared
to training a mono-lingual DNN system on German alone. XLT is
evaluated using a 1 hour subset the English language Wall Street
Journal (WSJ) corpus as data representing the “low resource” lan-
guage. The multi-lingual DNN trained from the three high resource
languages is used to initialize DNN training for XLT using a 1 hour
subset of the WSJ corpus consisting of utterances selected randomly
from the 15-hour WSJ-SI-84 training set.

5.1. Baseline Monolingual Systems

In this section, baseline ASR word error rates (WERs) are presented
for monolingual-trained CD-HMM and DNN-HMM German sys-
tems. Baseline ASR WERs are also presented for the 1h mono-
lingual CD-HMM and DNN-HMM English systems. Results ob-
tained using the full English training set have also been included for
comparison.

5.1.1. Speech Corpora
The statistics for the three languages from the Globalphone corpus
are presented in Table 1. Tri-gram language models for German,
Spanish and Portuguese were obtained from Karlsruhe University.
All of the English training is carried out using the WSJ0-SI-84 train-
ing set which consists of about 15 hours of audio data (7138 utter-
ances). To simulate a low-resource scenario a 1-hour (483 utter-
ances) subset of the WSJ0-SI-84 training set is created by randomly
selecting utterances from the 15 hour full-training set. The eval-
uations for WSJ-English are provided on the open-vocabulary 20k
word test condition similar to [22]. Pruned tri-gram language mod-
els are used during decoding.

Table 1: Globalphone speech data used for experimental study

Amount of data (Hrs) Characteristics
Language Train Dev. Test # Dict. Entries Phones # Speakers
German 14.9 2.00 1.5 41k 43 77
Spanish 17.5 1.66 2.0 39k 42 100

Portuguese 22.75 1.65 1.75 59k 45 101

5.1.2. Mono-lingual CDHMM Models
This sub-section describes the details of the Globalphone and the
WSJ baseline systems. The systems were built using 39-dimensional
MFCC features [23] with 13 cepstral coefficients, and their first and
second derivatives. Speaker based cepstral mean and variance nor-
malization (CMVN) was applied to the extracted features. In the
Globalphone Spanish, Portuguese and German systems the number
of target context-dependent states were set to 3100 for each language
following the setup of the authors in [24]. The approximate total
number of Gaussians in the each of the Globalphone CDHMM mod-
els was 50k with an average of 16 Gaussians per context-dependent
state. On the other hand, the 15-hour (WSJ0-SI-84 with 7138 ut-
terances) and 1-hour (WSJ0-SI-84 with 483 utterances) English sys-
tems have 1968 and 880 context-dependent states respectively with
an average of 8 Gaussians per CDHMM state. For this study cross-
word tri-phone CDHMM systems were built using the Kaldi speech
recognition toolkit[22].

The performance metric used in this study is the word error
rate (WER) expressed as a percentage(%). The performance of the
baseline German CDHMM system on the Globalphone development
evaluation set are presented in the first row of Table 2. The results for

German are in the range of previously published numbers [13]. For
the 15h and 1h English WSJ systems results in WER are presented
in the first row Table 3 on the WSJ Nov93 development (consisting
of 503 utterances) and the WSJ Nov92 (consisting of 333 utterances)
evaluation sets.

Table 2: Results for German on the dev. and eval. sets

System Dev. Eval.
CDHMM 14.98 22.62

DNN-HMM 12.54 19.92
ML-DNN-HMM 11.52 18.14

ML-DNN-HMM-FACT 11.72 18.50

Table 3: Results for WSJ systems Nov93 dev. set and Nov92 test set

System 15-h 1-hr
Dev. Eval. Dev. Eval.

CDHMM 17.29 12.12 28.71 21.41
DNN-HMM 14.08 9.30 27.95 18.47

5.1.3. Mono-lingual DNN-HMM Models
This section describes the details of our mono-lingual DNN training
setup. All DNNs used in this study consist of 4 hidden layers of
1024 units each. These DNN parameters were chosen to be consis-
tent with previous studies [13, 25] that have used the Globalphone
corpus for hybrid DNN-HMM ASR. All of the DNNs were initial-
ized using RBM pre-training with a learning rate of ηp = 0.005. A
mini-batch size of m = 256, a learning rate of ηb = 0.01 and a first
order low-pass momentum of 0.9 was used for DNN fine-tuning in
all of the languages. Training was halted when the cross-entropy cost
was seen to plateau over multiple epochs on the validation sets [11].
Input to the DNN consists of 39-dimensional CMVN MFCC fea-
tures taken over a c = 4-frame context window to yield a final input
feature vector size of 351. State labels were obtained by a Viterbi-
alignment of the language-specific MFCC features against the their
respective CDHMM models. The German mono-lingual DNN was
trained with 3100 CDHMM states as targets. For the English 15h
and 1h systems, 1968 and 880 CDHMM states respectively were
used as targets. All of the DNN training was carried out on NVIDIA
CUDA-capable GPU cards. A Python based DNN trainer1 based on
Gnumpy[26] was adapted for this work and interfaced with the Kaldi
decoder to yield hybrid DNN-HMM systems.

The second row of Table 2 lists the WER obtained with the
mono-lingual German DNN-HMM system on the development and
evaluation sets. The second row of Table 3 lists the results for the
15h and 1h mono-lingual English DNN-HMM systems.
5.2. Multi-lingual DNN Training - Multi-task learning
In this section experimental results are reported on German when
two auxiliary languages namely Spanish and Portuguese along with
German are used for a multi-lingual training. As mentioned in Sec-
tion 3, MTL DNN training is used to build a single multi-lingual
DNN. There is a dedicated soft-max layer for each language, while
the hidden and input layers are kept shared. We implemented the
MTL DNN training algorithm as an additional library to the Python
based DNN trainer. The configuration (input and hidden layers) and
hyperparameters (learning rates, mini-batch size, momentum) used
for multi-lingual DNN training is similar to the mono-lingual setup.

The performance of the multi-lingual system on the German de-
velopment and evaluation sets is listed in the third row of Table 2
indicated as ML-DNN-HMM. By looking at results from Table 2,

1http://www.cs.toronto.edu/˜gdahl/gdbn.tar.gz

4996



a relative improvement of 8.9% and 8.1% WER over the German
mono-lingual DNN baseline is observed on the evaluation and de-
velopment sets respectively. Interestingly similar to observations in
[1], improvements in performance were also observed for Spanish
and Portuguese by the MTL multi-lingual DNN over their respective
mono-lingual baselines on the development sets.

Next, as mentioned in Section 4, the configuration of the multi-
lingual DNN is changed to reduce the number of parameters in the
final weight layer. As noted earlier LRMF with a rank of r = 512
reduces the parameters by 44% in the final layer of the MTL multi-
lingual DNN. This results in faster training times, and a lower mem-
ory footprint. With our training setup a relative speed-up of about
27.7% was observed when training on an NVIDIA K20 GPU. Fur-
ther, there is a relative reduction of 28% in the amount of mem-
ory used due to fewer parameters in the LRMF-MTL-DNN com-
pared to the full-rank MTL-DNN. L2 regularization was used for
the language-specific layers with a weight decay coefficient of value
λ = 10−5 for German and Portuguese, and λ = 10−4 for Spanish.
The values were selected by observing the WER on the language
specific development sets. It was observed that the WER perfor-
mance is sensitive to the value of the weight decay parameter λ.
The results for the performance of the MTL mutli-lingual DNN with
LRMF on the soft-max layer is reported on the German develop-
ment and evaluation set in the fourth row of Table 2. The factorized
model is referred to as ML-DNN-HMM-FACT. It can be seen that
the LRMF multi-lingual DNN is still able to provide a 7% relative
improvement over the mono-lingual DNN baseline on the evaluation
set. A possible reason for the slight degradation in WER compared
to the full-rank multi-lingual DNN is that the weight decay parame-
ters are probably not optimal. Future work will investigate better val-
ues for the weight decay parameters, and compare the performance
of weight decay to other regularization methods in the language spe-
cific layers.

5.3. Multi-lingual DNN Training - Cross Language Transfer

To investigate the impact of LRMF on cross-language adaptation in
a low-resource situation, XLT experiments are presented with train-
ing on the and 1h subset of the WSJ corpus. The results of the 1h
mono-lingual DNN system from the first row of Table 3 forms the
baseline for XLT experiments are reproduced in the first row of Ta-
ble 4 for reference. For effective XLT in a low-resource situation, the
soft-max layer of a multi-lingual DNN is replaced for the new target
language as illustrated in Figure 1b. It must be noted that in the case
of the LRMF multi-lingual DNN model, only the language specific
component of the top-layer needs to be replaced. The “shared” com-
ponent of the factorization still remains intact. After replacing the
soft-max layer for the new target language, only the parameters of
the soft-max layer are updated. For the LRMF multi-lingual DNN
only the the language specific weight matrix is updated. The shared
component is left untouched. An L2 regularization coefficient of
value of λ = 10−3 was used for the language-specific factorization
component for successful XLT of the LRMF multi-lingual DNN.
ML-DNN HMM in Table 4 denotes the multi-lingual DNN mod-
els trained without LRMF, and ML-DNN-HMM-FACT denotes the
model with LRMF.

Table 4: Results for cross-language transfer to English

System 1-hr
Dev. Eval.

DNN-HMM 27.95 18.47
ML-DNN-HMM 23.83 16.27

ML-DNN-HMM-FACT 21.64 15.97

The first conclusion from Table 4 is that cross-language trans-
fer with shared layers taken from the multi-lingual DNN clearly is
better than building a DNN system in the low-resource language
from scratch. Row 2 of Table 4, shows the results for updating just
the soft-max layer when initializing training with the multi-lingual
DNN that has not undergone any factorization. Row 3 of Table 4,
shows the results for updating just the soft-max layer when initial-
izing training with the multi-lingual DNN with LRMF. In this case
the LRMF mutli-lingual DNN is able to provide better performance
compared to the full-rank DNN when only 1-hr of training data is
used. The improvement seen here could be perhaps due to the extra
“shared” component in the soft-max layer. To make a definite con-
clusion requires detailed experimentation, and is left as a direction
for future work.

6. CONCLUSION
In this work first, multi-lingual DNN training using multi-task learn-
ing (MTL) was studied for improving ASR performance in German
which was set as the target language. Spanish and Portuguese were
used as auxiliary languages. A relative improvement of 8.9% was
observed with the multi-lingual DNN system over the mono-lingual
hybrid DNN-HMM system on the German evaluation set. To reduce
computational complexity, a low-rank matrix factorization (LRMF)
of the weight matrices in the final layer was proposed. The factor-
ization yields a sizeable reduction in the number of parameters in the
final layer which manifests itself in faster training times, and a lower
memory footprint. The resulting LRMF system still maintained a 7%
improvement over the mono-lingual baseline DNN system. Weight
decay basedL2 regularization was found to play an important role in
the performance of the LRMF multi-lingual DNN. A possible reason
for the slight degradation in WER compared to the full-rank multi-
lingual DNN is that the setting of the weight decay parameters were
probably not optimal.

Cross-language transfer was also studied for building acoustic
models for a new low-resource target language that is not seen in
training. The existing multi-lingual DNN trained using MTL was
used for initializing cross-language transfer on 1h of English data
from the WSJ corpus. It was concluded that better performance was
observed during the process of cross-lingual transfer due to LRMF.

Future work will investigate better values for the weight de-
cay parameters LRMF multi-lingual DNN, and compare the per-
formance of weight decay to other regularization methods to pre-
vent over-fitting in the language specific layers. Further, the impact
of choosing various values of the rank r on the ASR WER will be
studied. Another direction of future work is to investigate if the ex-
tra “shared” component provides an added advantage during cross-
lingual transfer. Lastly, following the work in [4], explicit factoriza-
tion of the weight matrices could also be compared to the approach
presented in this work.
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