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ABSTRACT

Due to a large number of parameters in deep neural networks
(DNNs), it is challenging to design a small-footprint DNN-based
speech recognition system while maintaining a high recognition
performance. Even with a singular value matrix decomposition
(SVD) method and scalar quantization, the DNN model is still too
large to be deployed on many mobile devices. Common practices
like reducing the number of hidden nodes often result in significant
accuracy loss. In this work, we propose to split each row vector of
weight matrices into sub-vectors, and quantize them into a set of
codewords using a split vector quantization (split-VQ) algorithm.
The codebook can be fine-tuned using back-propagation when an
aggressive quantization is performed. Experimental results demon-
strate that the proposed method can further reduce the model size
by 75% to 80% and save 10% to 50% computation on top of an
already very compact SVD-DNN without a noticeable performance
degradation. This results in a 3.2 MB-footprint DNN giving similar
recognition performance as what a 59.1 MB standard DNN can
achieve.

Index Terms— DNN, on device speech recognition, model
compression, split-VQ

1. INTRODUCTION

Context-dependent deep-neural-network hidden Markov acoustic
models (CD-DNN-HMMs) have been demonstrated to outperform
context-dependent Gaussian-mixture-model HMMs (CD-GMM-
HMMs) on a variety of speech recognition tasks by many research
groups [1, 2, 3, 4, 5]. In the CD-DNN-HMM, a DNN is used to pre-
dict posterior probabilities of clustered triphone states, or senones,
given a window of input features. These posterior probabilities are
then converted to state-level conditional likelihoods, which can be
used in decoding. To ensure a high recognition performance, it is
essential to keep a deep and wide neural network structure: e.g., a
typical neural network for large vocabulary recognition tasks usu-
ally consists of more than 6000 senones and 5-7 hidden layers, each
with about 2000 nodes. This leads to more than 30 million model
parameters, which makes it challenging to design a small footprint
DNN-based acoustic model. Deploying DNN-based acoustic mod-
els on footprint-limited devices while maintaining the high recog-
nition accuracies thus becomes an interesting research problem and
has attracted many researchers’ attention, e.g., [6, 7, 8, 9].

Recent works on designing small-footprint DNN-based acoustic
models can be roughly classified into three approaches. The first one
focuses on node pruning. A straightforward method to perform node
pruning is to train a less wide neural network with a small number of
senones. However, this inevitably results in worse word error rates
(WERs). For example, it is reported in [6] that by reducing 2560

hidden nodes and 8000 senones in a full-size DNN to 512 hidden
nodes and 2000 senones in a small-size DNN, there is a 22% relative
WER increase; in [10], it is shown that simply reducing the number
of senones from 6000 to 1000 incurs a 13% relative WER increase.
To recover the accuracy loss due to the reduction of the number of
hidden nodes, [10] proposed to train the small-size DNN by mini-
mizing the Kullback-Leibler divergence between two senone poste-
rior distributions, which are predicted by the full-size DNN and the
small-size DNN respectively, on both transcribed and un-transcribed
data. Though this method is effective to improve the recognition
accuracy, there is still an accuracy gap between the small-size DNN
and full-size DNN. Inspired by early works on node pruning (e.g.,
[11]), a pruning algorithm is proposed in [12], in which hidden nodes
in a well-trained full-size DNN are pruned according to some node
importance function. After node pruning, the neural networks are
retrained to recover the accuracy loss. It is reported in [12] that this
method is able to reduce 2/3 model size without a noticeable accu-
racy loss.

The second approach focuses on weight matrix pruning or re-
shaping. Instead of reducing the number of nodes, this approach
aims to exploit the sparseness of weight matrices. For example, in
[13] weight coefficients that are less than some thresholds are pruned
(set as 0), which results in sparse weight matrices. It is reported that
by retraining the sparse weight matrices, up to 85% of the model pa-
rameters can be pruned without sacrificing recognition performance.
In [14], it is proposed to prune the weight coefficients based on the
second-order information. Another method in this category exploits
the sparseness of singular values of the weight matrices. In [15], it
is shown that most of the singular values of the weight matrix for
the top layer are near zero, and thus can be pruned. This results in
a low-rank matrix representation, which can significantly reduce the
number of parameters. This method was further extended in [16]
to reshape all the weight matrices using singular value decomposi-
tion (SVD). After re-training the reshaped neutral networks, the high
recognition performance can be retained while the model footprint
and computational complexity are dramatically reduced.

The third approach uses quantization techniques to reduce the
footprint. Most recent works in this category focuses on scalar
quantization. For example, in [6, 17], each weight coefficient is
quantized into an 8-bit representation. In [8], a contraction map-
ping is used to shrink the dynamic range of weight coefficients to
a predefined range. The mapped weight coefficients are then quan-
tized. It is reported that a 4-bit quantization incurs 2% absolute (or
10% relative) WER increase, compared with the baseline system [8].
Though the scalar quantization technique can be useful to reduce the
model size, the vector quantization technique is usually more pow-
erful. The split-VQ technique [18] has been successfully applied to
many problems in speech processing and handwriting recognition
(e.g., [19]). This technique was further extended to the subspace
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distribution clustering method in [20, 21, 22], which is widely used
to reduce the size of GMM-HMM acoustic models. Inspired by the
past success of the split-VQ technique, we propose to quantize simi-
lar sub-vectors in the weight matrices of neural network into a set of
codewords. The codewords can be fine-tuned to recover the accu-
racy loss when an aggressive quantization is performed. Experi-
mental results demonstrate that this method can further reduce the
model size by 75% to 80% and save 10% to 50% computation on
top of an already very compact SVD-DNN with negligible perfor-
mance degradation.

The next section briefly reviews the DNN model and the SVD-
based method to reduce the model parameters. The split-VQ algo-
rithm is introduced in section 3 to compress the weight matrices in
DNN. Experimental results are presented in section 4 with some dis-
cussions in section 5. The paper is concluded in section 6.

2. DEEP NEURAL NETWORK

A deep neural network is a feed-forward perceptron with many hid-
den layers. Given an input feature vector x, a L-layer network pre-
dicts posterior distributions of senones, p = [p1, . . . , pS ]

T by the
following feed-forward process:

z(0) = xt (1)

z(l+1) = σ(A(l)z(l) + b(l)) ∀l = 0, . . . , L− 1 (2)

ps =
exp(a

(L)T
s z(L))∑

s′ exp(a
(L)T
s′ z(L))

∀s = 1, . . . , S (3)

where ps is the posterior probability of the s-th senone given x; S
is the number of senones; z(l) is input of the l-th layer; a(l)T

s is the
s-th row vector of the matrix A(l); σ(·) is an element-wise sigmoid
function. The predicted posterior probability, ps, can be converted
to scaled conditional likelihood of senone s given x using

p(x|s) = psp(x)

qs
(4)

where qs is the prior probability of the s-th senone. Since p(x) is a
constant for different search paths, it can be ignored and the scaled
likelihood ps/qs is used in decoding.

The weight matrices A(l)’s and the bias vectors b(l)’s of the
DNN can be estimated by minimizing the following cross entropy-
based loss function:

L(X tr) = −
T∑

t=1

log p(st|xt) (5)

where Xtr = (x1, . . . ,xT ) is a set of training feature vectors; st is
the senone label of xt. The optimization is usually done by back-
propagation using stochastic gradient descent. For example, given a
mini-batch of training feature vectors, Xmb, and the corresponding
labels, the weight matrix A(l) is updated using

A(l) ← A(l) − ε
∂L(Xmb)

∂A(l)
(6)

in which ε is a learning rate.

2.1. SVD-based footprint reduction

The SVD-based decomposition [16] is a widely used method to re-
duce the number of parameters in DNN. Instead of using a N -by-M
matrix A(l) to connect the l-th and (l + 1)-th layers, a product of
two small matrices, A

(l)
U ∈ RN×R and A

(l)
V ∈ RR×M is used to

approximate A(l), i.e.,

A(l) ≈ A
(l)
U A

(l)
V (7)

where R is the number of retained singular values. The number of el-
ements in the original A(l) is N ×M , while the number of elements
in the two small matrices is (N + M)R. Since R � min(N,M),
this can significantly reduce the number of model parameters. After
the SVD decomposition, it is also possible to use back-propagation
to fine-tune A

(l)
U and A

(l)
V to recover the accuracy loss when a very

small R is used.

3. SPLIT-VQ BASED LOW-FOOTPRINT DNN

Usually, the SVD method can reduce the footprint by about 75%
without recognition performance degradation[16]. For a typical
large vocabulary DNN which may have more than 30 million pa-
rameters, the SVD-DNN is still too large to be deployed on many
mobile devices. The majority of the footprint is still spent on repre-
senting the matrices. In this section, we propose to use the split-VQ
method to compress the matrices.

Considering a N -by-R matrix A, we want to approximate it by
Ã, such that the following error function is minimized:

e = ‖A− Ã‖2F (8)
where ‖A‖F is the Forbenius norm of matrix A. Due to the use
sigmoid function in the network, the value of each input node of a
hidden layer is restricted in the [0, 1] range. Therefore, there are
many sub-vectors in the weight matrix following similar patterns.
Compared with quantizing each element in the weight matrix indi-
vidually, vector quantization of these sub-vectors will be more effec-
tive. For this purpose, we split each row vector of the matrix into J
d-dimension streams, i.e.,

A =


aT
1,1 aT

1,2 · · · aT
1,J

aT
2,1 aT

2,2 · · · aT
2,J

...
...

. . .
...

aT
N,1 aT

N,2 · · · aT
N,J

 (9)

in which aT
n,j ∈ Rd is the sub-vector which can be located as the j-

th stream in the m-th row vector and Jd = R. Each of these N × J
sub-vectors is approximated by one of K centroids, or codewords.
Here K is the size of codebook, which controls the trade-off between
approximation errors and model footprint. Given this structure of Ã,
the cost function becomes:

e =

N∑
n=1

J∑
j=1

‖an,j −mk(n,j)‖2; (10)

in which k(n, j) ∈ {1, . . . ,K} is the index of the nearest code-
word for the sub-vector an,j , mk is the k-th codeword. The opti-
mal codebook can be found using the LBG algorithm [23], which
is summarized in algorithm 1. Using this sub-vector quantization
scheme, we only need d × K numbers to represent the codebook
and log2 K × NR

d
bits to represent the indices. Compared with us-

ing N × R numbers to represent the matrix, the proposed split-VQ
significantly reduces the model size. It is worthwhile to point out
that different from the method in [20], all the streams are sharing
the same codebook. The underlying assumption of sharing code-
book across streams is that similar sub-vector patterns can happen
anywhere in the weight matrix. This assumption is approximately
true when a sigmoid or hyperbolic tangent function is used, in which
node activations are compressed to a fixed range. In practice, we
observe that it also works well for the SVD layer, in which there is
no restriction in the range of the input activations.

Note that it is also possible to split the column vectors. However,
splitting the row vectors has an advantage to save the computation.
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Algorithm 1: Find optimal codebook using LBG algorithm.
Input: a set of sub-vectors {an,j} and the desired codebook
size K;
Output: m1, . . . ,mK and the address book {k(n, j)}.
Procedure:

step 1. Let i = 2; initialise two codewordsm1 andm2 by
m1 =m0 +

√
Σ0 , m2 =m0 −

√
Σ0

wherem0 is the mean vectors of all the sub-vectors ;
Σ0 is the corresponding diagonal covariance matrix;
the square root operation is performed element-wisely;

step 2. For each an,j , find its nearest codeword by

k(n, j) = arg
i

min
k=1
‖mk − an,j‖2

step 3. Update each codeword by

mk =

∑
(n,j)∈k an,j∑

(n,j)∈k 1

Here, (n, j) ∈ k means thatmk is the nearest codeword
of an,j ;

step 4. Repeat step 2 to step 3 multiple times ;

step 5. If i < K then split the codewordmk by
m2k+1 =mk −

√
Σk , m2k =mk +

√
Σk

and i← 2i ; goto step 2.
Here,mk and Σk are the mean vector and diagonal
covariance matrix of the sub-vectors associated
with the k-th codewords respectively .

For example, given an input z = [zT
1 , . . . ,z

T
J ]

T ∈ RR, Ãz ∈ RN

is computed by

Ãz =


∑J

j=1m
T
k(1,j) · zj

...∑J
j=1m

T
k(N,j) · zj

 (11)

For a stream j, if k(n, j) = k(n′, j), the inner product of mk(n,j)

and zj can be cached and re-used when computing the n′-th element
of Ãz. This will save an considerable amount of computation when
the codebook size is relatively small.

The error function in Eq. (8) is not directly related with the word
accuracy of the compressed DNN. When an aggressive quantization
is used, a significant WER increase will be observed. In this case, the
codebook can be fine-tuned to minimize the cross entropy-based loss
function in Eq. (6). The gradient of the loss function with respect to
the codewordmk can be obtained using the chain rule:

∂L(Xmb)

∂mk
=

∂L(Xmb)

∂vec(A)

∂vec(A)

∂mk

=
∑

(n,j)∈k

∂L(Xmb)

∂an,j
(12)

where vec(·) is an operation to vectorize the matrix A; (n, j) ∈ k
meansmk is an,j’s nearest codeword. It is observed that codewords
may have different numbers of sub-vectors associated with, which
may result in significantly differences in the magnitude of the gradi-
ents. This can be harmful to the convergence of stochastic gradient
update. To compensate this effect, an adaptive learning rate is used
in this work: a codewordmk is updated in a mini-batch using

mk ←mk −
ε

Nk

∑
(n,j)∈k

∂L(Xmb)

∂an,j
(13)

where Nk is the number of sub-vectors associated withmk.

4. EXPERIMENTS

The proposed method is evaluated using a Microsoft internal Win-
dows Phone short message dictation task. A 29-dimension log-filter
bank feature with the first and second order derivatives was used.
This feature vector was appended with previous and next 5 frames to
form a 11-frame input window. As such, the input feature dimension
is 957. A decision-tree with 5976 senones was built using a CD-
GMM-HMM system. The DNN was then built using these 5976
senones as the targets. A total of 620 hours of US-English data,
which was extracted from Windows Phone recorded live data, was
used as the training set. Evaluation was performed to dictate about
2300 utterances of short messages, about 3 hours’ audio data. All
the floating-point numbers were scalar quantized to 16-bit. No other
quantization operation was performed on the bias vectors and the
senone prior probabilities.

In the first set of experiments, we first built a full-size DNN with
6 hidden layers. Each of the 5 hidden layers has 2048 hidden nodes.
This full-size DNN thus has about 31 million parameters, which re-
quires a 59.1 MB footprint. The SVD method was performed to
reduce the footprint of the full-size DNN. An aggressive singular
value pruning was performed: only 40% energy of the matrices 1

are retained. The matrix for the input layer was not decomposed.
The number of retained singular values of the four 2048-by-2048
matrices are 232, 224, 192 and 208 respectively, while the 2048-by-
5976 matrix in the top layer was replaced by a 2048-by-344 matrix
and a 344-by-5976 matrix. The accuracy loss due to the aggressive
singular value pruning can be recovered after retraining the decom-
posed small matrices. Table 1 summarizes the recognition perfor-
mance (in WER%) and the footprint of the full-size DNN and the
SVD-DNN. Though the SVD-DNN reduces the footprint by 73%,
its 15.7 MB footprint is still too large to be used on many mobile
devices. The following experiments thus focus on reducing the foot-
print of this SVD-DNN.

Models WER (%) footprint (MB)
full-size 15.7 59.1

SVD 15.6 15.7

Table 1. Recognition WER (in %) of a full-size DNN and a SVD-
DNNs.

Since the top matrix (344-by-5976) is the most expensive one
to store after SVD reshaping, in the second set of experiments, we
focus on compressing this matrix. All the other matrices were kept
intact in the second set of experiments. The row vectors of the top
matrix were divided into 2,4 or 8-dimension streams, and various
sizes of codebooks were obtained using the LBG algorithm. Results
are summarized in Table 2. It is observed that when the row vectors
are divided into 2-dimension sub-vectors, these sub-vectors can
be replaced by 512 codewords without accuracy loss. Gradually
reducing the number of codewords to 256 and 128 incurs 2.5%
and 7.6% relative WER increases respectively, with the top-matrix
compression rate (defined as the ratio of the size of the compressed
top matrix to the size of un-compressed top matrix) ranges from
25% to 21.9%. The vector quantization becomes more effective
when the dimension of sub-vectors is increased. For example, when

1The energy of a matrix is defined as the sum of squared singular values
of the matrix.
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4-dimension sub-vectors are used, a 16.5% WER (5.7% relatively
worse) can be achieved while the top matrix is compressed to 14.2%
to 15.8% of its original size; using 8-dimension sub-vectors can
reduce the size of the top matrix to 9.4% to 11.0% at an expense of
8-10% relative WER increase.

To bridge the accuracy gap between the compressed DNNs and
the baseline SVD-DNN, we further fine-tuned the 8-dimension code-
books for the top matrix to minimize the cross entropy between
targets and the posterior distribution predicted by the compressed
DNNs. Since our compressed DNNs are only slightly worse than
the SVD-DNN, we used a large mini-batch size (1024) with a small
learning rate (0.002), and only 1 sweep of the training data was per-
formed. After this quick “fine-tuning”, we were able to achieve
the similar recognition accuracy as the baseline SVD-DNN while
reducing the size of the top matrix by 89% to 90.6%. Fine-tuning 2-
dimension and 4-dimension codebook also gave us the same recog-
nition performance as the baseline system.

quan. setup WER (%) Top-Matrix (%)
dim booksize quan. +finetune Comp. Rate

2
128 16.8 – 21.9
256 16.0 – 25.0
512 15.6 – 28.2

4 512 16.5 – 14.2
1024 16.5 – 15.8

8 2048 17.2 15.9 9.4
4096 16.8 15.5 11.0

Table 2. WERs and quantization rates when the top matrix (344-by-
5976) was compressed using split-VQ. The top-matrix compression
rate is defined as the ratio of the size of the quantized top matrix to
the original size of the top matrix.

Given the promising results in Table 2, we sought to compress
all the layers so that a small-size DNN can be obtained. Taking
the fine-tuned DNN presented in line 7, Table 2 (WER 15.5%) as
the seed model, we quantized the matrix for the input layers using
4096 3-dimension codewords. This conservative setup was designed
to avoid loss of useful acoustic information due to the input matrix
compression. No accuracy loss was observed when only the input
matrix was compressed using this setup. We then simultaneously
quantize all the remaining matrices using different setups in Table 3.
In this initial investigation, each matrix has its own codebook; the
quantization configuration has not been fully optimized to minimize
the quantization rate, which is defined as the ratio of the size of the
compressed DNNs to the size of SVD-DNN. Results are summa-
rized in Table 3. Since the quantization errors tend to accumulate
through the bottom to the top, a relatively moderate quantization
setting is needed to keep the increases of WERs acceptable. It is
shown that we can reduce the footprint by 75% to 80% while only
incurs 3% to 8% WER increases before fine-tuning. With a quanti-
zation rate as low as 17.2%, the WER jumped from 15.6% to 66.7%,
which indicates an aggressive quantization may seriously distort the
predicted senone posterior probabilities. However, after fine-tuning
all the codebooks, the WER was reduced to 16.1%, which is only
3% relatively worse than the SVD-DNN. Using the codebook fine-
tuning, we are able to achieve similar recognition accuracies as the
SVD-DNN or the full-size DNN using only 25% to 20% footprint of
the SVD-DNN. The footprints of compressed DNNs range from 3.9
MB to 2.7 MB, while the full-size DNN consumes a 59.1 MB foot-
print. Note that all the DNNs in our experiments were 16-bit quan-
tized. Given the small footprints, the split-VQ compressed DNNs

hidden layers quan. WER (%) footprint (MB)
dim booksize quan. +finetune / quan. rate (%)

2 256 16.3 15.8 3.4 (21.6%)
2 1024 16.0 15.7 3.9 (24.8%)
4 4096 16.9 15.8 3.2 (20.3%)
8 8192 66.7 16.1 2.7 (17.2%)

Table 3. Footprints (in MB) and WERs (in %) of DNN compression
with various hidden layer quantization setups. The top matrix was
quantized using 4096 8-dimension codewords, while the matrix for
the input layer was quantized using 4096 3-dimension codewords.
Quantization rate is defined as the ratio of the size of the compressed
DNNs to the size of SVD-DNN.
are relatively easy to be deployed on many mobile devices.

As discussed in section 3, quantizing sub-vectors of row vectors
has the potential to save computations. We also calculated how many
inner vector products can be cached and re-used. With the hidden
layer quantization setups in Table 3, it is found that about 10% to
50% of the computations can be saved. This indicates that there is a
good chance to speed up the neural network computation as well.

5. DISCUSSIONS

Though the initial experimental results are promising, there are still
some limitations in our proposed method. For example, when a
top layer is aggressively quantized and the network is subsequently
fine-tuned, it is likely that the optimal weight matrices of the bottom
layers will change significantly. Simultaneously quantizing many
hidden layers and then fine-tuning all the codebooks is clearly sub-
optimal. An alternative is to quantize and fine-tune one layer at a
time. Another limitation of our method is the use of Forbenius norm
as the error function. A better way is to consider the distribution of
each layer’s input and minimize the expected errors of the output.
Though the proposed quantized matrix structure can potentially
save a portion of computation, the nearby weight coefficients are
no longer stored in an adjacent order. This may reduce the cache
hit rate and thus slow down the computation. An efficient runtime
implementation on mobile devices is needed to realize potential to
speed up the neural network computation under the proposed weight
matrix quantization scheme.

On the other hand, our proposed method is complementary to
many existing techniques. For example, we have already combined
it with the SVD method in the experiments; it is also straightforward
to combine our method with the node pruning method to achieve
even smaller footprints. Tying similar sub-vectors across the weight
matrix can potentially improve the network generalization; therefore
larger weight matrices can be used to further improve the recognition
accuracy, which is an interesting direction that we will explore in the
future work.

6. SUMMARY

In this paper, we have described an approach to designing small-
footprint, high recognition performance DNN-based speech recog-
nition systems using the split-VQ technique. In this approach, the
weight matrices in DNNs are divided into sub-vectors, which are
quantized into a set of codewords. Codewords can be fine-tuned us-
ing back-propagation to recover the accuracy loss due to aggressive
quantizations. Experimental results demonstrates that our proposed
method can reduce the footprint by 75% to 80% on top of an already
very compact SVD-DNN. Combined with the SVD method, we are
able to obtain a 3.2 MB DNN with similar recognition performance
as what a 59.1 MB standard DNN can achieve.
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