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ABSTRACT

This paper presents an HMM-based synthesis approach for speech-
laughs. The building stone of this project was the idea of the
co-occurrence of smile and laughter bursts in varying proportions
within amused speech utterances. A corpus with three complemen-
tary speaking styles was used to train the underlying HMM models:
neutral speech, speech-smile, and finally laughter in different ar-
ticulatory configurations. Two types of speech-laughs were then
synthesized: one made by combining neutral speech and laughter
bursts, and the other made by combining speech-smile and laughter
bursts. Synthesized stimuli were then rated in terms of perceived
amusement and naturalness levels. Results show the compound
effect of both laughter bursts and smile on both amusement and
naturalness and inspire interesting perspectives.

Index Terms— speech-laugh, HMM, speech-smile, synthesis

1. INTRODUCTION

Human-computer interaction through voice systems and virtual con-
versational agents is becoming more frequent and will eventually
become more anchored in our daily habits. Improving those in-
teractions will rely, in particular, on increasing the expressiveness
of the voice and the repertoire of vocal sounds that can be gener-
ated by the computer. In this work, we propose and evaluate one of
the first attempts towards the generation of speech-laughs. Speech-
laughs are occurrences of laughter happening during a verbal utter-
ance and intermingled with it, or vice-versa. This feature of our so-
cial spoken language communication derives directly from isolated
laughter. Both have similar social purposes, although speech-laughs
are probably more frequently spontaneous, actually disrupting the
speech flow. Besides, according to Trouvain [1], speech-laughs ap-
pear in dialogs even more often than isolated laughter. Consequently,
giving the computer the ability to make use of speech-laughs when
appropriate could increase both the perceived naturalness of the in-
teraction and the emotional engagement of the user [2]. This also
presents several interesting challenges in terms of vocal signal pro-
cessing and modeling.

Previous research on analyzing the acoustic characteristic of
speech-laughs can be found in [1], [3], [4] and [5]. These studied
the variation of pitch, formants and duration of speech sounds when
laughter happens. But to the best of our knowledge, only one attempt
was made at synthesizing them. Oh and Wang [6] tried real-time
modulation of neutral speech to make it closer to speech-laugh,
based on the variation of characteristics such as pitch, rhythm and
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tempo. No evaluation of the naturalness of that approach has been
reported though.

More work can be found on the synthesis of isolated laughter.
In [7], laughter was imitated using articulatory as well as diphone
concatenation synthesis. Sundaram and Narayanan generated laugh-
ter using a parametric model based on a mass-spring system in [8].
In [9], Urbain et al. used Hidden Markov Models (HMM)-based
synthesis to generate and synthesize laughter with various degrees of
arousal, improving on naturalness compared to the previous state-of-
the-art. In [10], Çakmak et al. also used HMM-based models with a
forced duration approach to synthesize audio and visual laughter sig-
nal. The previous positive HMM-based synthesis attempts encour-
aged us to apply this statistical parametric modeling and synthesis
approach to speech-laughs.

Another important perspective is the question regarding the con-
tinuum from smile to laugh. According to [1], people tend to reject
the idea of a smile-laugh continuum. Ruch, though, proved in [11],
based on facial expression comparisons that enjoyment smiles were
involved in laughter. He also stated that there is a smooth transition
between laughter and smile. In our paper, we nevertheless consider
the co-occurrence of smile and laugh on top of speech signals, with
varying proportions of smile and laughter. Speech-laughs are gener-
ated by inserting laughter sounds into neutral speech on one side, and
into speech-smile (i.e. smiled speech) on the other side. Based on
the HMM approach, speech-smiles are obtained after adaptation of a
neutral speech GMM acoustic model onto a relatively small amount
of smiled speech audio data. Laughter episodes within speech are
themselves synthesized using the HMM-based approach, relying on
a corpus of recorded laughs covering various vowel articulatory po-
sitions. The perceived levels of amusement and naturalness of these
signal are then evaluated through mean opinion score (MOS) tests.

The paper is organized as follows. Section 2 presents our sys-
tem. It first gives a general overview and then details the different
HMM models used for synthesis. The evaluation protocol and results
are exposed in Sections 3 and 4 respectively. Section 5 concludes
and proposes perspectives for future work.

2. SPEECH-LAUGH SYNTHESIS SYSTEM

Speech-laughs are extremely variable and strongly dependent both
on individual styles and in the context in which people interact. In
consequence, our first work here relies on artificially constructed pat-
terns of speech-laughs based on speech and speech-laughs from a
single target person, for which a database has been collected and
used for acoustic model training and adaptation.

Our HMM-based speech-laugh synthesis approach relies on first
creating unified models for the acoustic features of pitch (F0), spec-
trum coefficients and phoneme durations during the acoustic model
training step [12]. GMM (Gaussian Mixture Models), probability
density function calculated as the weighted sum of Gaussian com-
ponent densities, are being used for this purpose. Acoustic model

4939978-1-4673-6997-8/15/$31.00 ©2015 IEEE ICASSP 2015



Main Neutral 

speech Database

Adapted neutral speech 
HMM models

Laughing vowels

Database

Speech-smiles

Database

Adapted speech-smile 
HMM models

Laughing vowels 
HMM models

~4 min

~12 min

~ 1h

~10 min

Neutral speech

Database

Fig. 1: HMM-based speech-laugh synthesis system pipeline

adaptation is also leveraged. Previously trained models can hence be
transformed into adapted models of the target voice through the Con-
strained Maximum Likelihood Linear Regression (CMLLR) method
[13] (a description of the CMLLR adaptation algorithm can be found
in [14]). The CMLLR is an adaptation method in which the feature
distributions mean and covariance matrices are adapted. CMLLR
has been used here to adapt to a target person neutral speech and
speech-smile voices.

During the synthesis step, and based on the sequence of
phonemes to be produced, the best suited trajectories for the fea-
tures above are predicted using a maximum-likelihood parameter
generation algorithm making use of the HMM model previously
made during training [15]. From those trajectories, a synthesizer can
generate the waveform.

Both speech (including speech-smile) and laughter HMM mod-
els are hence created. Speech-laughs are then generated by replac-
ing some of the vowels within the sequence of phonemes by one or
a sequence of laughter “phonemes”. Several basis for producing the
individual speech and laughter HMM models could be used. Regard-
ing the laughter “component”, based on the fact that laughs within
speech signals typically happen with articulatory positions similar
to the ones of the underlying speech phonemes (at least when they
start), we introduced the concept of “laughing vowels”. These cor-
respond to laughter occurring during the pronunciation of a vowel.
Regarding the speech “component”, inspired by the idea of smile,
speech and laugh co-occurrence, we constituted models of both neu-
tral speech but also of speech-smile. Note that some previous work
has proven speech-smiles are still strongly phonetically recogniz-
able [16].

This mixture of both laughing vowels and speech-smiles creates
the effect of laughter mixed with speech and thus, speech-laughs. We
will in particular show that the presence of speech-smile (as opposed
to neutral speech) has a significant impact on the naturalness of the
resulting signal. Fig.1 shows a general overview of our system.

The following sections give more information regarding these
different speech-laugh “components”, the training/adaption corpora

they rely on, and the integration of both to generate speech-laughs.

2.1. Speech model

A main neutral speech model is built from data taken from [17].
In terms of volume, 1356 recorded sentences were used from the
main speech database, making a total of 54 min and 23 seconds
of speech recording. The recordings were made at 44.1 kHz and
stored in a PCM 16 bits. An adapted speech model was then created
using acoustic model adaptation of the previously obtained neutral
speech model. This was done for compatibility with the target voice
from which the laughing vowels and speech-smiles were recorded
(see Sections 2.2 and 2.3). Picart used acoustic model adaption to
transform a neutral speech model to models enabling the generation
of hypo and hyper-articulated speech in [18]. Other examples of
HMM-based adaptation systems are given in [19] and [20]. These
positive results of acoustic model adaptation applied to speech syn-
thesis encouraged us to use this approach in our system. The adapta-
tion was made on a small database of 200 neutrally read sentences.
These sentences were a subset of the ones used to record the previ-
ous database, and the recording was made at 48 kHz and stored in
PCM 16 bits using a rode Podcaster USB microphone. Their total
time is of 10 minutes and 22 seconds making it 19% of the database
used for the main neutral speech model. The adapted neutral speech
model will be, thus, the one representing the neutral speech cathe-
gory in our tests (see Section 3) and will be referred to as “neutral
speech“ from now on.

2.2. Speech-smile model

The speech-smile model is created using acoustic model adaptation
of the previously obtained main neutral speech model as well. Re-
lying on Picart’s results again [18] and considering a speech-smile
voice as the target speaker’s voice, this method could, with enough
data, convert a neutral speech model into speech-smile model.
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A speech-smile dataset was collected from the target person (us-
ing a rode Podcaster USB microphone at 48 kHz and stored in PCM
16 bits). The subject was instructed to smile while speaking but
most importantly to also try to sound “happy”. These are opposite
of the instructions given in [16] where the author studied the pho-
netic effect of spread lips while trying to avoid the phonetic effects
happiness might add. In fact, evaluations in [21] proved that the per-
ceived degree amusement was better when using Duchenne smiles
(smiles containing real enjoyment) data rather than spread lips style
of speech data for adaptation.

Eventually, 200 sentences were collected making a total time of
12 minutes and 18 seconds of speech-smile, using a subset of the
utterances used to collect the neutral speech database.

2.3. Laughing vowels model

As mentioned earlier, speech-laugh waveforms will be generated
by replacing speech or speech-smile vowels with laughing vowels.
Therefore, a “laughing vowel” database from the target person was
also collected to obtain a laughing vowel HMM model. The subject
was instructed to pronounce steady vowels while watching funny
videos, breath when necessary, and restart the vowel production as
soon as possible afterwards. This triggered laughter during the vowel
pronunciation. Recordings of all 16 different vowels of the French
language were obtained at 48 kHz and stored in PCM 16 bits. In
the end, we used a set of 3 different vowels (the French a, é and i
vowels) with a total time of 4 minutes and 35 seconds of laughing
vowels sounds (hence 17% from a total of 26 minutes and 41 seconds
of actual recording).

Manual transcriptions and segmentations of these signals were
made according to the speaker’s laughter pattern, and to the annota-
tion scheme proposed in [22] and [11], in which a detailed descrip-
tive structure of laughter episodes is given. See fig.2 for an example
of the laughter pattern.

2.4. Speech-laugh model

HMMs were trained for each of the three vowels selected and used
to replace some of the vowels contained in the neutral or smiled sen-
tences to be generated. This replacement was made at the level of the
context-dependent phonetic transcriptions to be provided as input for
synthesis. The speech vowels on which we wished laughter to occur
were replaced by their corresponding laughing vowels. The context
labels of the speech and laughing vowels full context transcriptions
(see the example of full context transcriptions for the English lan-
guage in [23]) were completely independent. In other words, the
context of one of them never contained any information about the
other, a consequence of the disjoint nature of the available speech
and laughing vowels corpora in terms of left and right phonetic con-
texts. Thus, the system had to synthesize acoustic feature trajectories
like if there was no laughter until it got to the laughing phonemes.
Then, it had to synthesize laughter like if there was no speech before
or after, until it got again to the speech phonemes. Finally, it had to
synthesize the rest of the speech phonemes.

The neutral speech and speech-smile databases on which the
adaptations can be made, as well as the laughing vowels database
and some examples that were evaluated during the tests (see Section
3) are available on the following address:
http://tcts.fpms.ac.be/∼elhaddad/ICASSP15
Fig.2 shows an example of a synthesized speech-laugh in which the
structure of laughter described in [22] and [11] is well recognized.

Time (s)
0 3.1

o P
a

P P
a a a

Fig. 2: Spectrogram and waveform pattern of laughing vowel “a”
inside a word. o = laughter burst onset [22], a = “a” laughing vowel,

P = pulse of air (exhalation).

2.5. Implementation Details

All the recordings of our databases were downsampled to 16 kHz
(from 44.1 or 48.0 kHz) before training to have a uniform sampling
frequency.

The publicly available HTS (HMM-based Speech Synthesis
System) scripts of the adaptation demonstration canvas were used
for this work [24]. HTS is a set of speech synthesis tolls delivered
as a patch for the HTK (HMM ToolKit) [25]. The HHMs were
trained with a left-to-right 5 state configuration using the HTS tools.
The filter was modeled using 24 Mel Generalized Cepstral (MGC)
coefficients with (α = .42 and γ = 0), together with their dynamic
and acceleration coefficients. The state probabilities were estimated
through a single Gaussian distribution with diagonal covariance ma-
trix (as usually done in speech synthesis, and related to the fact that
the model is single-speaker). The synthesis was eventually made us-
ing hts_engine [26] (hts_engine is a software that synthesize speech
waveforms from trained HMMs by HTS) [27].

3. AMUSEMENT & NATURALNESS EVALUATION

The participants of this evaluation were asked to grade up to twenty
four sentences out of thirty six sentences prepared previously.
Among the thirty six sentences, nine were synthesized for each
of the four selected styles: SSL (Speech-smile and Laughter), NSL
(Neural speech and laughter), neutral speech and speech-smile sen-
tences. Six sentences of each style were randomly selected for
each of the twenty eight French speaking test participants. They
were asked to grade the proposed sentences on two 5-point scales,
covering on one side the degree of amusement, and on the other
side the degree of naturalness. The naturalness scale went from 1
labeled unnatural to 5 labeled extremely natural. The amusement
scale went from 1 to 5 labeled gradually: serious, neutral, slightly
amused, amused and extremely amused. We, thus, counted a total
of six hundred and twenty nine ratings for each of the two scales.
Results are shown in Figure 3, presenting average ratings as well as
standard error over the average estimate.
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Fig. 3: Mean values barplot and standard error. N=neutral speech,
NSL=neural speech and laughter, S=speech-smile,

SSL=speech-smile and laughter.

4. RESULTS & DISCUSSION

Several conclusions can be drawn from these results. First, com-
paring NSL and SSL, we can see that the SSL sentences were
better graded on the amusement scale (µSSL = 3.9748 > µNSL

= 3.5253), as well as on the naturalness scale (µSSL = 2.8553 >
µNSL = 2.1835). Student’s t-tests confirmed that the differences
are significant, with p-values < .01 on both scales. Since the SSL
communicated amusement better and was perceived as more natu-
ral, the co-occurrence of smile and laughter into speech is a better
approach to synthesize speech-laughs, compared to the insertion
of laughter alone. Student’s t-tests were also used to compare the
SSL, the speech-smile and the neutral sentences with each other on
the naturalness scale. The results showed that the small differences
observed in perceived naturalness are not significant. This hence
means that the SSL speech-laughs were perceived as natural as the
others.

Table 1: Pairwise p-values between the compared methods, on the
naturalness scale

N S NSL SSL
N 1 0.2196 < .01 0.8559
S 0.2196 1 < .01 0.1397

NSL < .01 < .01 1 < .01
SSL 0.8559 0.1397 < .01 1

Besides, on the amusement scale, the sentences containing
laughter were systematically better graded (µNSL = 3.5253 and
µSSL = 3.9748) than the other sentences (µN = 1.8129 and µS =
2.9679). This was also true for NSL sentences which had signif-
icantly lower scores on the naturalness scale than the neutral and
speech-smile sentences. Therefore, whether it sounds natural within
the utterance or not, laughter will communicate to the listener the
message of amusement it carries. We can also observe that there is
an increasing amusement rating when going from neutral speech to

speech-smile, then to NSL, and eventually to SSL. Student’s t-tests
showed a significant difference between each of these approaches
(all p-values were < .01).

5. CONCLUSION & FUTURE WORK

In this paper we developed a speech-laugh HMM-based synthesis
system considering the co-occurrence of smile and laugh on top of
speech signals. To evaluate at the same time our results as a whole
and the importance of this co-occurrence, two types of speech-
laughs were evaluated: neutral speech and laughter (NSLs) and
speech-smile and laughter (SSLs). They were evaluated along with
speech-smiles and neutral speech. The evaluation showed that the
SSLs were perceived as a more natural type of speech-laugh than
the NSL type. It also showed a ranking of the evaluated sentences
on the amusement scale with speech-laughs being better perceived,
followed by speech-smile and neutral speech.

Inspired by those conclusions, one of our long term objectives
will be the development of a real-time amused speech synthesis sys-
tem with a level control inspired by the MAGE platform [28]. Our
shorter term objectives will focus on improving the naturalness of
our synthesized sentences. This can be done by using for the exci-
tation signal, the Deterministic plus Stochastic Model (DSM) [29]
since it has shown to increase the naturalness for speech, and also
gave good results for laughter [9]. The position of laughter bursts
inside speech sentences will also be analyzed in order to model and
reproduce those. Subjective comments were gathered from the par-
ticipants after each test. The most common one was: the “weird”
feeling given by the pronunciation of what is left of the word or sen-
tence after the laughing vowel occurred. This apparently caused the
raters to give lower scores for the naturalness scale. The laughing
vowels were indeed inserted in the words arbitrarily. Thus, the con-
text in which speech-laughs are really created and the way laughter is
inserted into a sentence is assumed to improve naturalness. This can
be done by training HMM models from real speech-laughs, taking
into account the context and maybe other features like the intensity
of the laugh.
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