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ABSTRACT

The intuitive control of voice transformation (e.g., age/sex, emo-
tions) is useful to extend the expressive repertoire of a voice. This pa-
per explores the role of glottal source parameters for the control of
voice transformation. First, the SVLN speech synthesizer (Separa-
tion of the Vocal-tract with the Liljencrants-fant model plus Noise)
is used to represent the glottal source parameters (and thus, voice
quality) during speech analysis and synthesis. Then, a simple statis-
tical method is presented to control speech parameters during voice
transformation : a GMM is used to model the speech parameters of
a voice, and regressions are then used to adapt the GMMs statistics
(mean and variance) to a control parameter (e.g., age/sex, emotions).
A subjective experiment conducted on the control of perceptual age
proves the importance of the glottal source parameters for the control
of voice transformation, and shows the efficiency of the statistical
model to control voice parameters while preserving a high-quality
of the voice transformation.
Index Terms : voice transformation, statistical modelling, glottal
source and vocal tract, perceptual age.

1. INTRODUCTION

In a time where speech synthesizers can perform high-quality
transformation of a speech signal (e.g., STRAIGHT [1], SVLN [2]),
the intuitive control of the voice transformation is highly desirable
for extending the expressive repertoire of a voice [3] (typically,
to create avatars in video-games and movies). To do so, statistical
methods are used to model the speech parameters in order to control
the voice identity [4], emotion [5], and “voice quality” [6, 7] of a
speech recording. Among the number of linguistic expressions that
are used to describe a voice [8] : sex (± male/female) and age (±
young/old) are the most common expressions. In particular, recent
research has presented statistical methods to control the age of a
voice : from speech [9, 6, 10] to singing voice [11, 12]. This paper
focuses on the control of perceptual age in voice transformation.

The evolution of speech through age affects all of the speech
characteristics : from timbre, to voice quality, and prosody. First,
this affects the vocal tract characteristics : the position of the first
formant F1 tends to decrease with age [13]. Second, this also affects
the glottal source characteristics : the fundamental frequency (F0)
[14, 15, 16] and the signal-to-noise ratio (SNR) [17] decrease with
age. Also, the glottal source become more irregular with age : the
period-to-period variations in frequency (F0 jitter [18, 19]) and
amplitude (F0 shimmer [18, 19, 20]) of the speech signal tends to
increase. In other words, the voice quality changes through age :
the voice becomes more noisy (breathiness), and more irregular
(creakiness) with age. Finally, speech prosody (F0 dynamics and
speech rate) is also affected through age [21].

Statistical methods based on regressions and one-to-many voice
conversion (VC) techniques have been proposed to control the
age of a voice. One-to-many voice conversion is used to construct
joint acoustical models (GMMs) of source/target speakers from a
large database of speakers [22, 6]. Then, multiple-regressive GMM
(MR-GMM) is used to adapt the mean vectors of a speaker to a
target control parameter [6, 7]. VC systems have been successfully
used to control the age of a voice [10, 11, 12]. However, VC
systems suffer from several limitations : first, the degradation of the
transformed speech signal is a main issue of VC systems [23, 22] ;
second, speaker’s identity is not preserved during transformation
[21] ; third, the glottal source remains largely ignored in voice
transformation. Last but not least, VC systems generally require
parallel speech databases, which constitutes a serious constraint for
real-world applications.

This paper presents a simple statistical method for the high-
quality control of voice transformation, and explores the role of glot-
tal source characteristics for the control of voice transformation. The
statistical modelling is based on the GMM modelling of the acoustic
parameters of a voice, and regressions are used to adapt the GMMs
statistics to a control parameter (e.g., age/sex, emotions). The main
contributions of this paper are : the transformation is only based on
the adaptation of global GMM statistics (mean and variance) of a
voice, which guarantees high-quality voice transformation. The sta-
tistical modelling is not based on joint source/target speakers, which
preserves the source speaker’s identity during transformation, and
does not require parallel speech databases. Also, a representation of
the glottal source which covers tension, breathiness, and creakiness,
is used for statistical modelling and transformation of the voice. The
role of glottal source and the efficiency of the statistical modelling
are investigated in a subjective experiment on the control of percep-
tual age in voice transformation.

2. SPEECH ANALYSIS AND SYNTHESIS

STRAIGHT [1] is the most popular speech synthesizer widely
used for voice conversion [22]. Recent generations of speech synthe-
sizers include an explicit representation of the glottal source (e.g.,
LF model [24, 2]) in the speech synthesizer, which substantially im-
proves the control of the voice quality during speech synthesis. In
particular, the SVLN speech synthesizer (Separation of the Vocal-
tract with the Liljencrants-fant model plus Noise) [2] allows the in-
tuitive control of the glottal source (and thus, voice quality) during
speech synthesis [25], with a limited number of parameters. This
section summarizes the main principles of the SVLN speech synthe-
sizer.
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2.1. Analysis of SVLN parameters

The voiced segments of the speech signal are assumed to be sta-
tionary and periodic in a short analysis window (of 3.5 periods).
Using the source-filter model in the frequency domain, the voice
production model of an observed speech spectrum S(ω) can be des-
cribed as follows (Figure 1) :

S(ω) =
[
HF0(ω) ·GRd(ω) +Nσg (ω)

]
· C c̄c(ω) · L(ω) (1)

where :

HF0(ω) is the harmonic structure modeling a periodic impulse train
of fundamental frequency F0 : HF0(ω) =

∑
k∈Z e

jωk/F0

GRd(ω) is the shape of the deterministic component of the glottal
source, the LF model parametrized by Rd and Ee, its shape
and amplitude parameters respectively [26].

Nσg (ω) is the stochastic component of the glottal source. This
noise is assumed to obey a Gaussian distribution of standard-
deviation σg .

C c̄c(ω) is the Vocal-Tract Filter (VTF) representing the resonances
and anti-resonances of the vocal-tract. This filter is parame-
trized by a vector of cepstral coefficients c̄.

L(ω) is the filter corresponding to the radiation at the lips and nos-
trils level. Here, we assume L(ω) = jω.

The estimation of the SVLN parameters is described in details
in [2]. Additionally, glottal closure instants (GCI) are estimated [27],
and used to measure the period-to-period regularity of the glottal
pulse :

σGCI (n) =
∆GCI(n)

1

2K + 1

n+K∑
k=n−K

∆GCI(k)

− 1 (2)

where : ∆GCI(n) = |GCI(n+ 1)−GCI(n)|.
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Fig. 1. On top : the glottal source model. On bottom : the voice
production model. The observed spectrum is plotted in gray line (3.5
periods), and the estimated parameters are in bold lines (one period).
The Voiced/Unvoiced Frequency (VUF) is defined as the frequency
above which the signal is considered as unvoiced.

2.2. Synthesis from SVLN parameters

A speech utterance can be synthesized from the SVLN parame-
ters : short segments of stationary signals are first synthesized, and
then overlap-added to form the speech signal.

2.2.1. Positioning of speech segments

Temporal marks mk of the kth speech segment are first placed
at intervals according to F0 (Figure 2). Then the starting time tk of
the kth-segment is defined as the opening instant of the LF model
and the ending time of this segment is the starting time of the next.
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Fig. 2. Three segments : LF models are in dashed lines, and synthesis
windows are in solid lines.

2.2.2. Synthesis of speech segments

For all speech segments, the synthetic speech spectrum Sk(ω)
is :

Sk(ω) =
(
e−j(ωmk+ϕk) ·GRdk (ω)+Nk(ω)

)
·C c̄k (ω) ·L(ω) (3)

where : e−jωmk is a delay placing the instant te of the LF mo-
del at the mark mk, and e−jωϕk an additional delay displacing
the markmk according to the period-to-period regularity of the GCI.

The stochastic positioning of the glottal pulse ϕk is used to
introduce period-to-period irregularities (creakiness) in the speech
signal. The random delay ϕk is generated according to the Gaussian
distribution σGCI , and then weighted by an activation function
which depends on the F0. A sigmoid function is used as the
non-linear activation function : this activation function is centred
on the mean F0 of the speech utterance, 1 for the minimal F0

of the speech utterance, and 0 for the maximal F0 of the speech
utterance. The use of this activation function is motivated by the
fact that period-to-period irregularities generally occur in the low to
extreme-low F0 range of a speaker.

The stochastic component Nk(ω) of the glottal source is
synthesized according to the Gaussian distribution Nσg (ω) as
estimated from the SVLN analysis. This noise is then modulated
synchronously with the F0, and coloured (according to the Voi-
ced/Unvoiced Frequency - VUF) in order to guarantee the coherence
of the stochastic and the deterministic components of the speech
signal. Then, the deterministic component GRdk (ω) of the glottal
pulse is synthesized, and is added to the noise segment. Finally, the
vocal-tract filter C c̄k (ω) and radiation filters L(ω) are applied in
order to synthesize the speech segment Sk(ω) [2].

Finally, the speech signal corresponding to each speech segment
is retrieved by inverse Fourier transform of Sk(ω). Then, the entire
speech signal is constructed by overlap-adding all speech segments.
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3. STATISTICAL MODELLING : MULTIPLE
REGRESSION GMM

This section presents the statistical method used to control the
evolution of speech parameters with the perceptual age of a speaker.

3.1. Training : Multiple Regression GMMs

3.1.1. GMM statistics

First, a Gaussian mixture model (GMM) is used to represent the
acoustic distribution of each speech recording S of each speaker :

p(x) =
M∑
i=1

α
(S)
i N (x | µi(S),Σi

(S)) (4)

where : x is a vector of speech parameters, α(S)
i is the weight, µi(S)

the mean vector, and Σi
(S) the covariance matrix of the i-th com-

ponent of the GMM for speech recording S, and M the number of
GMM components.

3.1.2. Multiple regression on GMM parameters

Then, a regression is performed to control the GMM statistics
with a control parameterwc(S) (here, the age of the speaker) [6] :

µ(S) = wc
(S)β + ε (5)

where : µ(S) is the GMM mean vector, β denotes the regression
vector, wc(S) is the Vandermonde matrix of the control parameter,
and ε is the bias vector which follows a centred normal distribution
N (µε = 0,σε).

The regression parameters (β, ε) are estimated through the
maximum likelihood estimate (MLE) of the normal distribution
N (wc β,σε) :

β̂ = (Wc
>Wc)

−1Wc
>µ (6)

σ̂ε =
1

NS
(µ−Wc β̂)>(µ−Wc β̂) (7)

where : Wc = [wc
(S1)>, ..., wc

(SNS
)>]> is the matrix of

control parameters, and µ = [µ(S1)>, ..., µ(SNS
)>]> is the vec-

tor of GMM mean vectors, andNS the number of speech recordings.

Regression parameters are estimated separately for the mean
vector µ(S), and the covariance matrix Σ(S) from annotated speech
database. In this paper, the chronological age of the speakers is used
as the control parameterwc(S) for regression.

3.2. Generation : Adaptation of Speech Parameters

During transformation, source speech parameters xsrct at time
t are modified into target speech parameters xtgtt according to the
control parameterwtgt :

xtgtt =
M∑
i=1

pi(x
src
t )(µi

tgt+ Σtgt
i Σsrc−1

i (xsrct − µsrci )) (8)

where : (µsrci ,Σsrci ) denotes the GMM statistics of source speech
parameters, and (µtgti ,Σtgti ) denotes the target GMM statistics
obtained after regression on the control parameterwtgt.

Then, with M = 1 :

xtgtt = µtgt + ΣtgtΣsrc−1(xsrct − µsrc) (9)

This is finally a simple update of the source speech parameters
statistics (µsrc,Σsrc) to the target statistics (µtgt,Σtgt) as
obtained from the regression.

Conversely to VC systems [6], the proposed statistical modelling
(from training to generation of speech parameters) does not assume
any constraint about the linguistic content of speech recordings, and
thus can be used with any non-parallel speech databases.

4. EXPERIMENT

4.1. Speech Database

The speech database used for the experiment consists of speech
recordings of French celebrities collected from multi-media archives
(radio, TV). The speech database is composed of 88 speech recor-
dings of 13 French celebrities (6 males, 7 females) collected in the
context of interviews (i.e., non-acted speech). For each speaker, an
average of 7 speech recordings is used to represent the evolution of
the voice through age. The chronological age of the speakers ranges
from 14 to 80 years, and dates of the speech recording range from
1958 to 2012. Speech recordings are encoded into 12 kHz / 16 bits
audio format - where 12 kHz is the minimum sampling rate of all
speech recordings.

4.2. Experimental Setups

The short-term SVLN parameters are extracted for each speech
recording of the speech database. This comprises : the fundamental
frequency F0, the spectral envelope of the vocal-tract filter c̄c, the
shape of the glottal source Rd, the noise of the glottal source Nσg ,
and the period-to-period regularity of the glottal closure instants
σGCI . Statistical models are estimated separately for each speech
parameter : a single Gaussian is used with diagonal covariance ma-
trix, and regression is performed on Gaussian statistics (mean vector
and diagonal covariance matrix) with 1-st to 3-rd order polynoms.

4.3. Subjective Experiment : Estimation of Perceptual Age

A subjective experiment was conducted to investigate the role of
glottal source parameters on the identification of the perceptual age
of a voice. For this purpose, 10 speakers (5 males / 5 females) were
selected from the TIMIT read speech database of American-English
[28], each reading the same sentence (”She had your dark suit in
greasy wash water all year.”). For each speaker, the chronological
age was directly retrieved from the TIMIT meta-information, and
then the speech recording was transformed to 7 target ages : 15,
25, 35, 45, 55, 65, and 75 - which ranges from teenager (15) to
very old (75). The speech recording was transformed according
to 5 combinations of speech parameters : 1) baseline vocal tract
/ glottal source parameters : F0 and spectral envelope (F0, c̄c) ;
2) the baseline parameters plus addition of Rd (tension), 3) Nσg

(breathiness), 4) σGCI (creakiness) glottal source parameters, and
the complete set of speech parameters (F0, c̄c, Rd, Nσg , σGCI ).
This constitutes a total of 36 speech recordings for each speaker
(1 original speech recording, and 35 transformed speech recordings).

For the subjective experiment, a speaker was randomly selected
and the 36 speech recordings of a speaker, and then randomly pre-
sented to the participant. For each speech recording, the participant
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Fig. 3. Perceptual age versus target age : mean and 95% confidence interval of the perceptual age.

was asked : 1) to identify the perceptual age of the speaker (from 0
to 100 years), and 2) to rate the quality of the speech recording on a
5-degrees mean opinion score scale (MOS) (from 1 = bad, to 5 = per-
fect) [29]. The experiment was conducted on-line with headphones,
with 40 participants.

4.4. Results

Figure 3 presents the statistics of perceptual age (mean and 95%
confidence interval) for each target age, and for each combination
of speech parameters. This figure confirms the role of glottal source
parameters to control of perceptual age of a voice. The individual
contribution of Nσg and σGCI slightly improves the control of the
perceptual age of old voices (target age = 55-75 years). Moreover,
the complete set of vocal tract and glottal source parameters signifi-
cantly improves the control of the perceptual age of old voices (target
age = 65-75 years). This indicates that the coherence of the speech
parameters is required to control the perceptual age of a voice. These
observations are confirmed by the Pearson correlation calculated bet-
ween the target age and the perceptual age (Table 1) : the correla-
tion increases with the addition of glottal source parameters (Nσg ,
σGCI ), and the highest correlation is obtained for the complete set of
speech parameters. The correlation score obtained (r=0.72) is com-
parable to those obtained in the literature for the age estimation of
adult speakers (from r=0.68 to r=0.88, see [30] for a review).

PARAMETERS PEARSON CORRELATION
(F0, CC) 0.63
(F0, CC) + Rd 0.62
(F0, CC) + σg 0.70
(F0, CC) + σGCI 0.69
(F0, CC) + Rd + σg + σGCI 0.72

Table 1. Pearson correlation of target age and perceptual age.

Figure 4 presents the MOS statistics (mean and 95% confidence
interval) obtained for each combination of speech parameters. The
original speech recordings used as a reference obtained a 4.60 score
in average. The transformation of the standard speech parameters
(F0 and c̄c) reaches a good sound quality (MOS = 3.7). Then, the
sound quality drops slightly with the transformation of the glot-
tal source parameters (MOS=3.2-3.6), which is due to the degrada-
tion caused by the modification of glottal source parameters (Rd,
Nσg , σGCI ) in the SVLN speech synthesizer. Nevertheless, the
sound quality obtained for the complete set of speech parameters re-

mains comparable to the sound quality one that can be obtained with
current speech synthesizers (MOS= 3.5-4, see [2] for analysis/re-
synthesis with current speech synthesizers), and significantly sur-
passes the sound quality obtained with standard VC systems (MOS
= 2-3, see [23, 22]). This constitutes promising results towards high-
quality voice transformation.
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5. CONCLUSION

This paper explored the role of glottal source parameters for the
control of perceptual age in voice transformation. A subjective ex-
periment conducted on the estimation of perceptual age proved the
importance of the glottal source for the control of voice transforma-
tion, and showed the efficiency of the statistical modelling to control
the voice parameters while preserving a high-quality of the voice
transformation. Further research will face the main limitations of
voice transformation : the accurate control of the voice transforma-
tion, and the high-quality transformation of the voice quality. The
first limitation is the accurate control of the voice transformation :
advanced statistical modelling and the integration of speech prosody
constitute the main directions for the control of voice transformation.
The second limitation is the modification of the voice quality (e.g.,
tension, breathiness, creakiness) in speech synthesizers, in order to
render the sound quality of synthetic speech comparable to that of
natural speech.
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