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ABSTRACT

Human uses intonation to make focal prominence to give em-
phasis that highlights the focus of speech. Automatic ex-
traction of proper intonation features from a speech corpus
is desirous for processing speech prosody, especially in the
context of speech synthesis. This paper presents a method to
extract pitch register from observed F0 contours for this pur-
pose. The method utilizes a constrained tone transformation
technique under an assumption that lexical accents are con-
fined to parallel high and low tone lines with a limited con-
stant span. Consequently, the extracted pitch register captures
dynamic range variation of the pitch accents of an utterance.
The method is evaluated by objective tests upon a large-scale
expressive speech corpus. A finding is that proper intonation
manifested in pitch register in Japanese is very comparable
with English intonation in the sense of structural form.

Index Terms— Fundamental frequency analysis, intona-
tion proper, pitch register, pitch decomposition, and speech
prosody

1. INTRODUCTION

All vocal languages use pitch (or fundamental frequency
(F0)) to convey linguistic and paralinguistic meaning [1][2].
Japanese is a pitch accent language where both lexical accent
and proper intonation are manifested in F0 contours [3]. Au-
tomatic extraction of proper intonation from a speech corpus
is desirous for processing speech prosody [4], especially in
the context of speech synthesis. According to the Fujisaki
model [5], the F0 contour of an utterance in Japanese is su-
perposition of accent and phrase components. The principle
of superposition is attractive as it is intuitive to model differ-
ent components or functions of separately [6] [7]. However,
automatic pitch decomposition into its constituent part turns
out to not be a trivial task [8][9][10] [11][12][13]. The diffi-
culty is that, unless certain assumptions are made, there is no
unique solution to pitch decomposition because the contour
components can trade to produce the same F0 contours [14].

In the previous work [15], another superpositional model
is developed to decompose the F0 contour of an utterance into
pitch movements exclusively owing to lexical accents and the
rest contributing to changes in intonation proper, named pitch
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(c) Lexical accent components
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Fig. 1. Example of decomposing F0 contours into lexical ac-
cent and pitch register components and corresponding labels.

register, a landscape that involves raising or lowering of both
high (H) and low (L) tones of lexical accents.

This paper presents a method of extracting pitch regis-
ter from observed F0 contours to highlight the expressive as-
pect of intonation. The method is based on a constrained tone
transformation technique [16] with an assumption that lexical
accent components are confined to a limited constant range so
as to achieve unique pitch decomposition. The basic motiva-
tion is to automatically extract proper intonation features from
a large-scale speech corpus toward improving the expressive-
ness of HMM-based speech synthesis. Our investigation also
reveals that new structural forms of expressive intonation pat-
terns exist in Japanese, although they are well known in into-
nation languages like English.

The rest of this paper is organized as follows. Section
2 presents the methodology including a functional F0 model
to formulate F0 contours, two work assumptions, and an al-
gorithm of extracting pitch register from observed F0 con-
tours. Section 3 describes experimental results and discus-
sions. Section 4 concludes this paper.
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Fig. 2. Non-linear mappings between normalized F0 and λ
(1 ≤ λ ≤ 2) when giving ζ value (ζ2 < 0.5).

2. METHODOLOGY

2.1. Superpositional representation of F0 contours
In the light of Fujisaki model [5], the F0 contour of an ut-
terance is regarded as superposition of lexical accent com-
ponent on pitch register component [15]. Both components
are parameterized by two sets of tonal targets, called accent
targets and register targets, respectively, and connections be-
tween two adjacent accent/register targets are interpolated by
the Poisson process [17]. The F0 contour of an utterance over
time t at the logarithmic scale, lnF0(t), is expressed by

lnF0(t) = (Ca(t)− 0.5) + Cr(t), t ≥ 0,

Ca(t) =

Ia⊔
i=1

(γai−1 + (γai − γai−1)P (t, tai−1 , tai)), (1)

Cr(t) =

Ir⊔
i=1

(γri−1 + (γri − γri−1)P (t, tri−1 , tri)), (2)

P (t, txi−1 , txi) = 1−
2∑

j=0

(
6.3×(t−txi−1

)

txi
−txi−1

)j

j!
e
−

6.3×(t−txi−1
)

txi
−txi−1 , (3)

which is Poisson process-based interpolation. Ca(t) and
Cr(t) indicate accent and register components, respectively.

The model parameters are listed as follows.

Ir + 1: Number of register targets.
(tri , γri): ith register target; tri is time and γri magnitude.
Ia + 1: Number of accent targets.
(tai , γai): ith accent target; tai is time and γai magnitude.

Japanese is a pitch accent language. Each accentual phrase
has in lexicon a lexical accent (including non-accent), which
is indicated by accent type 0 (non-accent), 1, 2, ... The ob-
served F0 contour of an utterance is the phonetic implemen-
tation of structures of lexical accents and proper intonation
underlying the utterance. To achieve unique decomposition
of Ca(t) and Cr(t), certain assumptions are necessary.
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Fig. 3. Illustration of pitch register estimation. The vertical
lines indicate accentual phrase boundaries. The triangle se-
quences show piecewise linear approximation of F0 contours
and the dashed curves indicate the estimated pitch register.

2.2. Work assumptions

Assumption 1: Lexical accent components are confined to
high (H) and low (L) tonal grid lines and the span between
the two lines is constant (limited to 4 semitones).

The method of using tonal grid lines is rooted in the Gard-
ing model [18], where the original grid lines are two parallel
lines fixed in the voice range of a speaker. In this work, both H
and L lines are floating onto the pitch register of an utterance.

Four tones are used to label the accent targets, as used in
the literature [3][4].

L(low), H(high), H+L(nuclear fall), H% (boundary rise).
Assumption 2: Pitch register is the remainder of observed F0

contours minus the underlying lexical accent components.
Given the strict constraint on the lexical accent compo-

nents that characterize the lexical accents, pitch register turns
to represent intonation proper. Particularly, pitch register
manifests the intonation structures. In the light of intonation
modeling in English [21], a set of register tones is defined
below to label pitch register components.

• Accent register tones: [L], [H], [H+L], and [H+H].

• Phrase register tones: [-L] and [-H].

• Boundary register tones: [L%] and [H%].

[H+L] labels sharp fall at the mid-back part of an accentual
phase and [H+H] high plateau to consider the high-level fea-
tures of Japanese accents (except for types 1 and 2).

Figure 1 shows an example of pitch decomposition with
the two assumptions. The circles and squares indicate tar-
get points to anchor the lexical accent and pitch register com-
ponents, respectively. The tonal targets of the lexical accent
components are labeled by L H+L H+L H+L and those of the
pitch register components by [L][H][-L][H+L][-L]. There are
three lexical accents with the same accent type 1. It clearly
demonstrates that the expressive intonation of the utterance is
manifested in the pitch register components.
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Fig. 4. Example of automatically estimating pitch register (the dashed curves) and lexical accent components (the solid curves
shown on the bottom). Superposition of the pitch register and lexical accent components is superimposed on the observed F0

contours (the cross sequence). The phonemes, accent types, and accentual phrase boundaries are displayed on the top.

2.3. Pitch register estimation

A constrained tone transformation technique [16] is used to
automatically estimate pitch register from the observed F0

contours under the assumptions mentioned above. The tech-
nique consists of an affine transformation (Eq. (4)) and a reso-
nance transformation controlled by damping ratio ζ (Eq. (5)).

ln f0 − ln f0b
ln f0t − ln f0b

=
A(λ, ζ)−A(2, ζ)

A(1, ζ)−A(2, ζ)
, (4)

A(λ, ζ) =
1√

(1− (1− 2ζ2)λ)2 + 4ζ2(1− 2ζ2)λ
, (5)

f0, λ, and ζ: Three variables, 1 ≤ λ ≤ 2 and ζ2 < 0.5.
[f0b , f0t ]: Given parameters to specify a F0 range span.

A system of non-linear mappings between normalized F0 (the
left hand at Eq. (4)) and λ is well defined with parameter ζ,
as shown in Fig. 2. Actually, when giving any one parameter,
mapping between the other two is well defined, too. For con-
venience, three symbols are used to indicate these mappings.
f(f0 → λ|ζ): map f0 to λ given ζ subject to Eqs. (4) and (5).
f(λ → f0|ζ): map λ to f0 given ζ subject to Eqs. (4) and (5).
f(λ → ζ|f0): map λ to ζ given f0 subject to Eqs. (4) and (5).

An algorithm is developed to estimate pitch register from
observed F0 contours using the mappings and assumptions.
Step-0 Input data.

• The observed F0 contours of an utterance.
• The phone labels of accentual phrases.
• The lexical accent types of the accentual phrases.

Step-1 Preprocessing the F0 contours.
• Smooth the observed F0 contours after interpolating the

unvoiced regions [19][20] and generate piecewise lin-
ear approximation of the F0 contours. An example is
shown in Fig 3 where the triangle sequence indicates
the piecewise linear approximation.

• Partition the piecewise linear approximation into seg-
ments using the boundary times of accentual phrases,
and adjust the boundary points to the nearest local val-
leys. In the example shown in Fig. 3, the boundary
points marked by “a” and “c” are re-adjusted.

Step-2 Pitch register estimation.
• For a segment, set maxinum F0 to f0p (e.g., “p” in Fig

3) and set minimum F0 to f0b ,f0t = f0b+3×(f0p−f0b).

• Set f̂0p = f0p −∆f0 (taking 4 semitones in the paper).
• Calculate λp by using f(f0p → λp|ζ = 0.7).

• Calculate ζp by using f(λp → ζp|f̂0p).
• Use ζp to convert all F0 in the segment, f0i , i =

0, ..., n, thus obtaining raw register curves f̂0i .
– Compute λi by f(f0i → λi|ζ = 0.7).
– Compute f̂0i by f(λi → f̂0i |ζp).

• Smooth the raw register curves to obtain the pitch reg-
ister of F0 contours (the dashed curves in Fig. 3).

Step-3 Lexical accent component estimation.
• Estimate accent components from the remainder of the
F0 contours minus the estimated pitch register curves.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Experimental evaluation is conducted on a Japanese expres-
sive speech corpus amounting to 5.5 hours of speech by a fe-
male speaker. It includes two steps. The first step extracts the
pitch register and lexical accent components from the speech
corpus using the proposed method; forced phone alignment
is used at the input. The second step parameterizes the ex-
tracted components by analysis-by-synthesis to detect tonal
targets using the functional F0 model. The metrics used in the
first step include root-mean-square error (RMSE) in Hz and
Pearson’s correlation coefficients (hereafter, correlation). In-
formal perception is carried out at the second step by analysis-
by-synthesis method, thus confirming the effectiveness of us-
ing the pitch register to represent intonation proper instead of
the original F0 contours via re-synthesizing speech.

Table 1 shows the objective test results, where “approx-
imation” indicates the piecewise linear approximation of F0

contours and “superposition” the superposition of extracted
lexical accent and pitch register components. The test sam-
ples are 6,402 utterances (the whole speech corpus used here).
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Fig. 5. Typical structural forms of pitch register curves and corresponding accent and register tone labels. The dashed lines
indicate the pitch register curves and the solid lines display the lexical accent components shown at the bottom of each panel.

Table 1. Objective test results.
Metrics RMSE Correlation

Approximation vs. observed F0’s 13.6 Hz 0.973
Superposition vs. observed F0’s 16.4 Hz 0.961
Superposition vs. approximation 8.2 Hz 0.991

The number of the extracted lexical accent components is
16,970. Their mean magnitude is 3.84 semitones with stan-
dard deviation 0.229. Figure 4 shows an example of the ex-
tracted pitch register and lexical accent components. By con-
fining the lexical accent components to a constant range (4
semitones), the dynamic pitch range variation is clearly cap-
tured by the pitch register as demonstrated in this example.

It is expected that the extracted pitch register curves are
useful for detecting such prosodic events as intonation phrase
boundary, relative prominences of accentual phrases, and the
focus of an utterance. Most importantly, the lexical accent and
pitch register curves themselves could be directly used to train
separated component HMMs in speech synthesis using the
superpositional HMM-based intonation synthesis [15]. The
aspects of work will be done in the future.

An investigation is performed on the model-based repre-
sentation of F0 contours, focusing particularly on the effec-
tiveness of the pitch register capturing the features of intona-
tion proper. We select 300 utterances from the speech corpus
and label the accent and register targets with visual inspec-
tion. One finding is that there exist more structural forms of
“phrase component” in expressive speech than the one mod-
eled by the Fujisaki model [5]. Figure 5 shows typical forms
of pitch register configuration and corresponding accent and
register tone labels. Generally speaking, the speaker appears
to intentionally control the slope of pitch movements globally
and locally as well as the pitch range. These distinct configu-

rations fit words into prosodic phrases but do not change the
word identity indicated by lexical accents.

We tentatively classify the configurations of pitch register
curves into a limited number of structural forms. In Fig. 5
there exist three forms: form A (initial rise plus gradual de-
caying in Fig. 5 (a)), form B (high plateau in (b)(c)), and
form C (gradual rise plus sharp fall in (d) (e) (f)). A count of
structural forms among the 300 utterances shows that form A
takes 16.0%, form B 17.3%, form C 55.2%, and others 11.5%.
Form C is an essential way of making focal prominence re-
gardless of the underlying accent types. This observation is
confirmed by the perception of speech re-synthesized by us-
ing the pitch register curves. Note that in Japanese only form
A is widely known as modeled by the Fujisaki model.

The structural forms of pitch register curves as shown in
Fig. 5 have corresponding forms of intonation patterns in En-
glish [21]. Phrase register tone [-L] in Fig. 5(e), for example,
works as phrase tone -L used in autosegmental metrical (AM)
model [21][22]; it fills in the rest portion of a phrase after the
last pitch accent. It should be noted that AM model does not
assume the superposition principle in tone sequence and the
phonetic tone implementation is under-specified [21].

4. CONCLUSION

This paper presents a method to automatically extract pitch
register from observed F0 contours for highlighting the ex-
pressive aspect of intonation. By the way of confining the
lexical accent components to a limited constant range, the
extracted pitch register curves can capture intonation proper.
Particularly, the pitch register reveals several new structural
forms of intonation configurations in Japanese that are very
comparable with English intonation. Future work will apply
the proposed method to improve expressive speech synthesis.
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