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ABSTRACT 
 

This paper investigates the effect of voice quality in 
commutative speech. Voice quality is often considered as 
the characteristic auditory colouring of an individual 
speaker's voice, but in our study, we find that voice quality 
can also reveal information about the interlocutor in 
everyday social interactions. In the correlation analysis 
between acoustic measures and interlocutors, the effect 
caused by the linguistic content was reduced by focusing on 
the corpus of the commonly-used Japanese word “yes”. The 
distributions of voice quality features, e.g., Normalized 
Amplitude Quotient (NAQ), jitter and shimmer, showed a 
clear difference among different interlocutors, e.g., friend or 
business partner. Automatic classification of interlocutors 
was conducted using random forest method with voice 
quality, prosodic and spectral features. The best 
classification accuracy was 76.9% over four interlocutors’ 
data.  
 

Index Terms— Voice quality, prosody, decision trees, 
commutative speech, social signal  
 

1. INTRODUCTION 
 
Speech carries more than text content. When we speak, our 
mood, attitude and affect are also encoded in the speech 
signal mainly by means of prosody [1]. Prosody includes the 
rhythm, stress, and intonation of speech, which is used to 
convey social and paralinguistic information, and usually 
signaled by changes in the pitch, duration and energy. But, 
in a recent study, voice quality is considered as the 4th 
dimension of prosody [2] in much the same way as, for 
example, pitch. A similar statement is that voice quality and 
prosodic features are all considered as part of the vocal 
social signals which affect the perception of a message [3]. 
Voice quality, in a broad sense, is described as [4] "the 
characteristic auditory colouring of an individual speaker's 
voice, and not in the more narrow sense of the quality 

deriving solely from laryngeal activity. Both laryngeal and 
supralaryngeal features will be seen as contributing to voice 
quality." The variation of voice quality could reveal the 
speaker’s emotional state [5], and attitude [5] towards the 
listener or the content or both, and also the speaker’s social 
status [6], cultural background [7] and personal 
characteristics [8]. For instance, Gobl et al. [5] explored the 
role of voice quality in communicating emotion, mood and 
attitude based on synthetic stimuli, and they found that voice 
quality has more impact on milder emotions than that on 
strong emotions. More recently, Charfuelan et al. [6] used 
scenario meetings corpus to detect the social status of the 
attendees, and they found the most dominant person tends to 
speak with a louder-than-average voice and the least 
dominant person with a softer voice.  

Different from the previous research, the intuition of this 
study is that from people’s voice we are not only able to tell 
their affect, mood and attitude, but we can also make a fair 
guess of who they are interacting with, even when the 
interlocutor is invisible in a telephone conversation. For 
example, when people speak to their family, they tend to use 
a soft voice; on the contrary, a formal and gentle voice is the 
common voice when people speak to their boss. These 
observations motivate us to ask whether the interlocutor’s 
information is encoded in communicative speech or not. If 
yes, how is it encoded? This paper attempts to answer these 
questions by analyzing a conversational speech corpus of 
everyday social interactions. Here the difference in the 
linguistic content of the speech was reduced by focusing on 
the analysis of the commonly-used Japanese word “yes”. 
The correlation analysis between several voice quality 
measures and prosodic features and different interlocutors 
were carried out. Finally, we also used these features to 
classify interlocutors automatically by random forest 
method to verify this assumption. These experiments 
showed that the information about speaker’s interlocutor is 
encoded in their speech. 

The paper is organized as follows. Section 2 introduces 
some measures of voice quality and prosody features which 
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were used in this work. In Section 3, the corpus and data 
analysis are presented. Section 4 will give the details of 
automatic interlocutor classification with the voice quality, 
prosodic and spectral features. Conclusions and main 
findings are summarized in Section 5. 
 

2. VOICE QUALITY 
 
There are several acoustic measures of Voice Quality (VQ). 
The VQ measures used in this work are introduced below. 

Jitter and shimmer can be defined as the variations of 
fundamental frequency and amplitude between consecutive 
periods, respectively [9]. High jitter levels often indicate 
that normal vocal fold vibration is interfered, and the speech 
signal is usually classified as roughness and/or breathiness.  

The difference between the first and second harmonic 
amplitudes (H1-H2) is a spectral measure and used to 
describe the harmonic structure. H1-H2 is an effective cue 
for detecting creaky voice. Another spectral feature used in 
this work is the Harmonic to Noise Ratio (HNR) [10], which 
represents the degree of periodicity. This parameter is 
defined as the ratio of power between the periodic and 
aperiodic components of the speech.  

There are other VQ measures obtained from the glottal 
flow estimated from speech signal [11]. Amplitude Quotient 
(AQ) is the ratio between glottal signal amplitude and the 
minimum value of the glottal signal derivative, while 
Normalized Amplitude Quotient (NAQ) is the normalized 
form of AQ based on fundamental frequency, which is more 
robust than AQ [12]. It is also suggested that NAQ is an 
effective parameter for separating breathy to tense voice 
[12]. 

 
3. VOICE QUALITY ANALYSIS ON 

CONVERSATIONAL SPEECH 
 
3.1. Corpus 
 
A large amount (1500 hours) of fluent conversational speech 
with English, Chinese, and Japanese interlocutors of 
everyday social interactions has been collected as part of the 
JST/CREST Expressive Speech Processing (ESP) project 
[13]. The speech conversations of speaker FAN’s data was 
chosen to verify the assumption. FAN is a female Japanese 
speaker, and she wore a small head-mounted, studio-quality 
microphone everyday throughout the data collection to 
record the real spoken interactions. The interlocutors ID of 
her conversation were manually labeled.  

In order to reduce the effect of linguistic content on 
correlation analysis between speech signal and interlocutors, 
we focused on one commonly-used example; the word ‘hai' 
(a Japanese expression which means ‘yes’ in English). This 
word is widely used in our daily life to express different 
meanings, affects and attitude. The utterances of the single 
“hai” were firstly selected from the 600-hr FAN subset of 
the same ESP corpus according to their time stamp labeling 

automatically. In order to reduce the effect of the linguistic 
content and also simplify this work, complex utterances, 
such as “hai hai” “hai hai hai” were not considered. The 
average duration of the selected segments is very short 
(365.5 ms). After data selection, there are a total of eight 
interlocutors in the corpus, which is divided into main part 
and secondary part according to their number of instances. 
The distribution of utterances among the different 
interlocutors is indicated in Table 1.  

Table 1. Interlocutors distribution in the subset of the extracted 
utterances 

 Label in the 
corpus 

Interlocutor # of 
instances 

Main  
 
part 

ane older sister 52 
shiyakusho city hall  66 
tomodachi friends 300 
yubinkyoku post office 22 

Secon
dary 
 
part 

biyouin beauty shop 7 
haken employer 6 
ntt telephone 

company  
2 

oi cousin  6 
 
3.2. Feature extraction 
 
Besides the VQ measures, the most common used features 
in related research, such as: fundamental frequency (F0), 
intensity, duration and voicing probability were also utilized. 
Jitter, shimmer, HNR, pitch, duration, energy and spectral 
parameters were extracted using OpenSMILE [14] with the 
avec2011.conf config file. Apart from these low-level 
descriptors, OpenSMILE also uses statistical functions to 
generate high-dimensional feature vectors from these low-
level features, such as, maximum, minimum, mean, standard 
variation and regression coefficients. The NAQ [12] and 
H1-H2 were extracted by the Voice analysis toolkit 
provided by [15]. It is reported that the algorithms proposed 
in [15] are more robust and accurate at estimating glottal 
source signals. The maximum, minimum, mean, and 
standard variation of NAQ were also calculated.  
 
3.3. Correlation analysis 
 
Figure 1 shows H1-H2 plotted against NAQ, for the 
different interlocutors. We notice that NAQ correlates well 
with ‘the relationship between FAN and the interlocutor’ or 
‘formality of the conversation’. This hypothesis is supported 
by observing that a clear groupings of familiar interlocutors, 
e.g., friends, cousin and older sister, which are clustered 
together in the lower left corner. In contrast, the three 
business partners: beauty-shop, employer and telephone 
company are grouped in the higher right corner. In this 
figure, post office is closer to familiar interlocutors, which 
imply that she treat the staff who work in post office more 
like her friend. The city hall falls into intermediate position, 

4740



relatively closer to the group of business partners, which 
perhaps due to a non-commercial relationship between FAN 
and this interlocutor. Fig. 4 indicates that higher NAQ is 
used when addressing other people politely [2].  

 
Fig. 1 H1-H2 plotted against Normalized Amplitude Quotient 
(NAQ) for the different interlocutors.  
 

Figure 2 shows F0 plotted against NAQ for speaker 
FAN addressing different interlocutors. It can be seen that 
FAN generally speaks to telephone company with very high 
F0 value. High pitch is preferred for Japanese woman to 
express their politeness and femininity [16]. High NAQ 
(breathiness) and high F0 indicate how “careful” does the 
speaker talk to different interlocutors [2], which could be 
seen from the trend along the diagonal line of Fig. 2. There 
is no clear grouping associated with F0. This figure also 
suggests that NAQ provides more information about the 
interlocutors than F0. 

 
Fig. 2 Fundamental Frequency (F0) plotted against NAQ for the 
different interlocutors.  
 

Figure 3 shows the distribution of jitter and shimmer for 
different interlocutors. Clear groupings can be seen: friends 
and older sister are associated with high jitter and shimmer, 
while post office, employer and city hall are associated with 
low jitter and shimmer. Jitter and shimmer are related to the 
irregularity and perturbation of the pitch and amplitude 
respectively [17]. We can expect that people tend to show 
their affect status to their friends and family, and they also 
tend to be involved more with their friends and family, and 
more relax, hence less formal. In such conversation context, 

more variation may occur in their neuromuscular control, 
and then the vocal folds, and finally lead to higher jitter and 
shimmer in their speech. On the contrary, when people 
speak to their business partners, they tend to modulate their 
speech, which is reflected on lower jitter and shimmer. 

 
Fig. 3 Jitter and shimmer distribution for the different interlocutors.  
 

HNR is to measure the additive noise in speech, and 
often used to measure the degree of breathy and hoarse 
voice [10]. Fig. 4 shows the distribution of HNR against F0 
for the different interlocutors. Fig. 4 indicates that HNR is 
higher for interlocutors (except telephone company) who 
have a closer relationship with the speaker and it also shows 
that F0 is a better cue to distinguish post office, city hall and 
employer, which could not in Fig. 3. This is explained by the 
fact that people instinctively lower their pitch and energy 
when they speak to people of a higher social status, e.g., city 
hall officer, to make their voice less aggressive [18]. 

 
Fig. 4 Fundamental Frequency (F0) plotted against Harmonic to 
Noise Ratio (HNR) for the different interlocutors.  
 

4. INTERLOCUTOR CLASSIFITION 
 
In the previous section, results of the acoustic measurement 
analysis indicated that voice quality provides information 
about the interlocutor, e.g., their relationship and their social 
status with the speaker. In order to test if it is possible to 
automatically predict the speaker’s interlocutor from the 
speaker’s recordings, we developed an automatic 
interlocutor classifier using machine learning approach. 
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Only the main part of the corpus, which is listed in Table 1, 
is considered for classification. The secondary part of the 
corpus was removed because their instances are few to train 
a classifier, and some instances of the main part were also 
removed due to the difficulty in extracting part of the 
features. 

Two feature sets were designed for comparison. The 
first one used all the features obtained using OpenSMILE 
and Voice analysis toolkit provided by [15]. In total, it 
consists of 1947 features which can be roughly divided into 
voice quality, prosodic and spectral related features. These 
spectral features mainly include features based on LSP and 
MFCC. On the other hand, the second feature set includes 
the voice quality and prosodic features.  

The machine learning method used in this study was 
Random forest, and we used the weka implementation of 
this method [19]. Random forest is a combination of 
multitude decision trees, in which the final prediction is 
made by aggregation of the majority vote or averaging the 
each separate decision tree. The number of trees used in this 
work was ten. In the preliminary experiments, other 
classification methods (SVM, decision tree, RBFnetwork, 
and Naive Bayes) have been tested too, and random forest 
obtained the highest accuracy, which was approximately 2-
10% higher than the others. Ten-fold cross-validation was 
conducted to assess the classifier. Table 2 shows the overall 
classification results of the Random Forest method for the 
two feature sets. Since the distribution of the classes is not 
balanced, unweighted accuracy (an average of the per-class 
accuracies) is a more reasonable measure to assess the 
results. Results also show that it is possible to obtain fair 
classification accuracies using voice quality and prosodic 
features alone. These results are promising given that only 
acoustic measures were used in this work. The results could 
be further improved by considering linguistic content of the 
speech as well. For example, some certain words, darling 
and professor could strongly indicate people’s interlocutor. 

Table 2. Interlocutor classification results using random forest 
(WA= weighted accuracy, UA= unweighted accuracy) 

Feature set WA (%) UA (%) 
1 (Prosody+VQ+Spectra) 76.9 67.1 
2 (Prosody+VQ) 65.4 48.8 

 
Table 3 shows the confusion matrix of the classification 

results. It shows that friends and older sister are easy 
confused with each other by the classifier. 50.0% of the 
older sister is classified as friends, and 11.6% of friends are 
classified as older sister. The confusion between city hall 
and post office are 11.3% and 6.1% for misclassifying one 
as the other, respectively. This agrees with the voice quality 
analysis in the previous section, because friends and older 
sister have similar values of voice quality measures, and 
they seemed to be grouped together, while city hall and post 
office usually grouped together. In other words, the speaker 
tends to have same similar spoken interaction with people 
who belongs to the same social group. This effect has 

already been observed for social signals in general: verbal 
and non-verbal [3].  

Table 3. Confusion matrix of the classification results 
Annotated 

Classified 
older 
sister 

city 
hall 

friends post 
office 

older sister 8 2 42 0 
city hall 0 45 22 1 
friends 8 7 285 8 
post office 0 8 12 2 

 
5. CONCLUSIONS 

 
This paper presents our contribution to investigate the social 
information encoded in the communicative speech other 
than linguistic content. Several voice quality measures and 
prosodic features were extracted and analyzed from a subset 
of a large Japanese daily life recording. We found that both 
voice quality and prosodic features shown to be correlated 
with the information about the speaker’s interlocutor, e.g., 
relationship and social status difference between them. This 
work extends previous research which mainly focused on 
the correlation between voice quality and speaker’s 
characteristics. Automatic interlocutor classification was 
also carried out to verify our assumption of social correlates. 
Experiments showed that promising interlocutor 
classification accuracy can be obtained from a set of 
prosodic and voice quality features alone. The validation on 
a larger scale corpus will be carried out later. Future work 
includes considering both of the speaker's characteristics 
and the interlocutor information together into analysis of the 
para-linguistic content of social prosody in communicative 
speech.  
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