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ABSTRACT
Long short-term memory (LSTM) recurrent neural network-
s have been shown to give state-of-the-art performance on
many speech recognition tasks. To achieve a further perfor-
mance improvement, in this paper, maxout units are proposed
to be integrated with the LSTM cells, considering those units
have brought significant improvements to deep feed-forward
neural networks. A novel architecture was constructed by re-
placing the input activation units (generally tanh) in the LST-
M networks with maxout units. We implemented the LSTM
network training on multi-GPU devices with truncated BPT-
T, and empirically evaluated the proposed designs on a large
vocabulary Mandarin conversational telephone speech recog-
nition task. The experimental results support our claim that
the performance of LSTM based acoustic models can be fur-
ther improved using the maxout units.

Index Terms— long short-term memory, maxout, deep
neural network, acoustic modeling, large vocabulary speech
recognition

1. INTRODUCTION

Last decade has witnessed significant progress in automatic
speech recognition (ASR), and most advances are triggered
by the developing of new machine learning algorithms. As
major advances have been made in deep neural networks
(DNNs), almost all of the state-of-the-art ASR systems adopt
DNNs as the acoustic modeling method (e.g. [1][2][3][4][5]).

Recently, in the researches of DNNs based acoustic mod-
eling, long short-term memory (LSTM) based deep networks
have been shown to give the state-of-the-art performance on
some speech recognition tasks. In the seminal work, Graves et
al. [6] proposed to use stacked bidirectional LSTM network-
s for phoneme recognition, which operate on the input se-
quence in both direction to make a decision for the current in-
put. For the robust speech recognition, LSTM networks have
been proved to be more efficient [7]. For the large vocabulary
speech recognition, literature [8][9] has shown that LSTM
networks can obtain notable performance improvement with

thousands of context dependent (CD) states. Subsequently,
the sequence discriminative training of LSTM networks is in-
vestigated in [10], and a significant gain was obtained.

However, in the literatures, various methods have been
proposed to enhance the feed-forward DNNs in acoustic
modeling. The importance of well-designed nonlinear acti-
vation functions has become more apparent recently. Novel
nonlinear activation functions that are unbounded and often
piecewise linear but not continuous such as rectified linear
units (ReLU) [11] and maxout units [12] have been found to
be more suited for deep networks. ReLU units simply choose
the units output as y = max(x, 0), and have been proved
to outperform the standard sigmoid activations for acoustic
modeling [13][14]. The maxout nonlinearity can be regard-
ed as a generalization of ReLU, has given state-of-the-art
performance in various computer vision tasks [12], and also
achieved improvements in speech recognition tasks [15][16].

Inspired from the developing of nonlinear activation func-
tions for DNNs, we attempt to discuss the activations in
LSTMs. Besides, we also find that, [17] proposed to use
maxout-like units in the deep recurrent neural networks, and
obtained notable improvements on polyphonic music predic-
tion task. Applying the maxout units in the LSTM networks
is thus a natural choice. In this paper, a novel LSTM archi-
tecture is proposed to be constructed using maxout units for
acoustic modeling. Experiments were conducted on a large
vocabulary speech recognition task, and results show the per-
formance of LSTM networks can be further improved using
the maxout units, just like the deep maxout networks [12].

2. THE CONVENTIONAL LSTM ARCHITECTURE

Given an input sequence x = (x1, x2, . . . , xT ), an conven-
tional recurrent neural network (RNN) computes the hidden
vector sequence h = (h1, h2, . . . , hT ) and output vector se-
quence y = (y1, y2, . . . , yT ) from t = 1 to T as

ht = H(Wxhxt +Whhht−1 + bh) (1)
yt = Whyht + by (2)

4600978-1-4673-6997-8/15/$31.00 ©2015 IEEE ICASSP 2015



Where the W denotes weight matrices, the b denotes bias vec-
tors and H denotes the hidden layer function.

However, in practice, RNNs are hard to train properly due
to the vanishing gradient and exploding gradient problems as
described in [18]. To address these problems, long short-term
memory (LSTM) is proposed [19]. The LSTM architecture
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Fig. 1. The architecture of LSTM networks with one memory
block, where green lines are time-delayed connections.

consists of a set of recurrently connected subnets known as
“memory blocks”. Each memory block contains one or more
self-connected memory cells and three multiplicative gates
to control the flow of information. In each LSTM cell, the
flow of information into and out of the cell is guarded by
the learned input and output gates. Later, in order to pro-
vide a way for the cells to reset themselves, the forget gate
was added [20]. In addition, the modern LSTM architecture
contains peephole weights connecting the gates to the memo-
ry cell, which improve the LSTM’s ability to learn tasks that
require precise timing and counting of the internal states [21].
As illustrated in Fig. 1, the equations of the LSTM memory
blocks are as follows:

it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (3)
ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (4)
at = τ(Wxcxt +Whcht−1 + bc) (5)
ct = ftct−1 + itat (6)
ot = σ(Wxoxt +Whoht−1 +Wcoct + bo) (7)
ht = otϕ(ct) (8)

Where, σ is the logistic sigmoid function, and i, f , o, a and
c are respectively the input gate, forget gate, output gate, cell
input activation, and cell state vectors, all of which are the
same size as the hidden vector h. Wci, Wcf , Wco are diagonal
weight matrices for peephole connections, so element m in
each gate vector only receives input from element m of the
cell vector. τ and ϕ are the cell input and cell output activation
functions, generally in the conventional LSTM tanh.

Besides, literature [8] proposed a novel LSTM architec-
ture, called LSTM Projected (LSTMP), which has a separate
linear projection layer after the LSTM layer. This LSTMP
network has been applied on a large vocabulary speech recog-
nition task, and yielded the state-of-the-art performance.

3. THE MAXOUT LSTM ARCHITECTURE

3.1. Maxout Units

The maxout units are proposed in the feed-forward DNNs
[12], where the hidden units are divided into disjunct groups.
Fig. 2 illustrates one hidden layer in a deep maxout network
(DMN). We denote the number of units groups as K and the
group size as G. The maxout nonlinearity would reduce the
dimension from K × G to K. For each group of G neurons,
the output would be the maximum of all the inputs:

hi = maxG
i=1zij (9)

where zij = xTW...ij + bij is obtained by forward propaga-
tion from the layer below. In a deep maxout network (DM-
N), x is the lower maxout layer output vector or the whole
network input vector. We can see that the maxout function
applies a max pooling operation on z. Just like the pooling
operator used in convolutional neural networks, this operator
which summarizes a group of spatially neighboring neurons
in a lower layer is able to achieve the property of local transla-
tion invariance. The difference from traditional nonlinearities
is that the pooling operator is not applied element-wise on the
lower layer, but rather on groups of hidden units, which leads
to a dimension reduction of hidden units.

Fig. 2. Illustration of maxout layer with group size of 5.

3.2. Application to LSTMs

Maxout units have been found to be well suited for feed-
forward DNNs, and we attempt to use the maxout units to
improve the performance of LSTM networks.

First of all, in a conventional RNN, which mostly uses sat-
urating nonlinear activations such as tanh to compute the hid-
den state at each time step, it is hard to use the non-saturating
activation functions such as maxout. However, the authors
of [17] pointed out that the non-saturating activation function
can be used in a deep RNN without causing the instability
of the model when a saturating non-linearity (tanh) is also
applied at the same time.

When we go back to the LSTM architecture, it can be
easily found out that, beside the activations of the three gates,
there are two non-linear functions, τ and ϕ as illustrated in
Fig. 1, which are generally saturating non-linearity tanh.
However, the output vector of ϕ is multiplied with the output
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gate ot, which means that there cannot be a dimension reduc-
tion in this non-linear function ϕ. Thus, a straight-forward
proposal is that using the maxout units in the place of τ ,
which leads to the architecture illustrated in Fig. 3, and called
as maxout LSTM (mLSTM for short) in this paper.

in
p
u
t

o
u
tp
u
t

Maxout

Fig. 3. The architecture of maxout LSTM networks with one
memory block, where green lines are time-delayed connec-
tions and the group size of maxout unit is 3.

In the proposed mLSTM, the output activation ϕ in equa-
tion (8) is still the saturating nonlinearity tanh, thus the hid-
den states ht of the memory blocks are bounded. This allows
us to use any potentially non-saturating nonlinear function for
τ , and here we use the maxout non-linearity. The equation for
the cell input activation at in equation (5) is changed as:

at = maxG
i=1(Wxcixt +Whciht−1 + bci) (10)

where G is the group size.
However, the maxout units can also been used in the L-

STMP networks, which leads to a novel architecture called as
maxout LSTMP (mLSTMP for short) in this paper.

4. EXPERIMENTS

We evaluate these LSTM networks on a large vocabulary
speech recognition task - the HKUST Mandarin Chinese con-
versational telephone speech recognition [22]. The corpus
(LDC2005S15, LDC2005T32) is collected and transcribed by
Hong Kong University of Science and Technology (HKUST),
which contains 150-hour speech, and 873 calls in the training
set and 24 calls in the development set, respectively. In our
experiments, around 10-hour speech was randomly selected
from the training set, used as the validate set for network
training, and the original development set in the corpus was
used as speech recognition test set, which is not used in the
training or the hyper-parameters determination procedures.

4.1. Experimental setup

The speech in the dataset is represented with 25ms frames
of Mel-scale log-filterbank coefficients (including the ener-
gy value), along with their first and second temporal deriva-
tives. In the experiments, the feed-forward DNNs used the

concatenated features, which were produced by concatenat-
ing the current frame with 5 frames in its left and right con-
text. However, for the inputs of LSTM networks, only current
features (no context) were used.

A trigram language model was used in all the experi-
ments, which was estimated using all the acoustic model
training transcriptions. The hybrid approach [4][8] is used
for acoustic modeling with LSTM networks or DNNs, in
which the neural networks’ outputs are converted as pseudo
likelihood as the state output probability in hidden Markov
model (HMM) framework. All the networks were trained
based on the alignments generated by a well-trained GMM-
HMM systems with 3304 tied context dependent HMM states
(realignments by DNNs were not performed), and only the
cross-entropy objective function was used for all networks.

We implemented the LSTM network training on multi-
GPU devices. In the training, the truncated back-propagation
though time (BPTT) learning algorithm [23] is adopted. Each
sentence in the training set is split into subsequences with e-
qual length (15 frames in the experiments), and two adjacent
subsequences have overlapping frames (5 frames in the ex-
periments). For computational efficiency, one GPU operates
in parallel on 20 subsequences from different utterances at a
time. In order to train these networks on multi-GPU devices,
asynchronous stochastic gradient descent (ASGD) [24][25] is
adopted. The strategy introduced in [26] was applied to scale
down the gradients. Since the information from the future
frames helps making better decisions for current frame, we
also delayed the output HMM state labels by 3 frames.

In the experiments, the learning rate for training each net-
work was decreased exponentially. We tried to set the ini-
tial and final learning rates specific to a network architecture
for stable convergence of training. The initial learning rates
ranged from 0.0005 to 0.002, and each final learning rate was
always set as one-tenth of the corresponding initial one.

4.2. Experimental results

Firstly, the character error rates (CER) of the baseline sys-
tems are summarized in Table 1. For training the Subspace
GMM [27], KALDI toolkit [28] was used. All the DNNs in
the experiments had 4 hidden layers. Each layer in the “ReLU
DNN” model had 2000 ReLU units. Each layer in the “Max-
out DNN”(or the DMN) model had 800 maxout units, where
the group size is 3. Each layer in the “PNorm DNN” model
had 800 pnorm units [29], where the hyper-parameter p is set
to 2, and the group size is set to 8. It can be found out that,
the performance of baseline GMM-HMM and DNN-HMM is
comparable with that reported in [30][31][32].

For the proposed mLSTM architecture, we firstly ex-
plored the effects of different group size of the maxout units.
Experiments were conducted based on the 1-layer shallow
LSTM network. The number of LSTM cells is fixed on 750,
but we varied the group size to 2, 3, 4 and 5 for the mLST-
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Table 1. Recognition results of the baseline systems on the
HKUST speech recognition task.

Model Descriptions CER(%)
GMM 48.68
Subspace GMM 44.29
ReLU DNN 38.42
Maxout DNN 38.09
PNorm DNN 38.01

M networks. From the experimental results in Table 2, we
can find out that, although the performance of the shallow
mLSTM network is still worse than the baseline DMN, the
performance of shallow LSTM network was improved by
using the maxout units. A 4.37% relatively CER reduction
can be obtained by setting the group size to 4.

Table 2. Recognition results about maxout LSTM networks.
Each network had one LSTM hidden layer.

Model Descriptions Group Size CER(%)
LSTM - 40.28
Maxout LSTM 2 39.33
Maxout LSTM 3 39.05
Maxout LSTM 4 38.53
Maxout LSTM 5 38.96

Then, we compared the proposed mLSTMP with LSTMP,
and the results are listed in Table 3. In these networks, there
were only one recurrent layer with 2000 LSTM memory cells,
and 750 nodes in the linear projection layer. The the group
size of mLSTMP network is set to 4. The experimental results
show that the LSTMP network can also been improved using
the maxout units.

Table 3. Recognition results about LSTMP networks. Each
network had one hidden layer, and the group size is 4.

Model Descriptions CER(%)
LSTMP 35.92
Maxout LSTMP 35.07

Deep LSTM networks have been shown to be more ex-
pressive models, thus, some further experiments were con-
ducted for the deep LSTM networks. We constructed deep
LSTM networks by simply stacking three LSTM or LSTM-
P layers, in which, each layer had the same configurations
as those in the experiments described above. Compared the
results showed in Table 4 with the one-layer LSTM network-
s, the stacked LSTMs networks indeed yielded better perfor-
mances, and the performance of stacked LSTM and stacked
LSTMPs networks can also been improved using the maxout

units. The best performance can be obtained by the stacked
mLSTMPs network, which reduced the CER from 34.84%
using stacked LSTMPs network to 33.89% using stacked mL-
STMPs network.

Table 4. Recognition results about deep LSTM networks.
Each network had 3 hidden layers, and the group size is 4.

Model Descriptions CER(%)
Stacked LSTMs 35.91
Stacked LSTMPs 34.84
Stacked maxout LSTMs 34.81
Stacked maxout LSTMPs 33.89

From these results, we can find out that, importantly, us-
ing maxout units can improve these LSTM networks in all
the cases, where the relatively CER reductions ranged from
2.3% to 4.4%. Compared with the feed-forward DNNs, the s-
tacked mLSTMPs network can reduce the CER from 38.01%
to 33.89%, which is a 10.84% relatively CER reduction.

5. DISCUSSION AND CONCLUSIONS

Maxout units have brought significant improvements to feed-
forward DNNs on various speech recognition and computer
vision tasks. We investigate approaches to use the maxout
units to improve the LSTMs by studying the non-linearity
functions in LSTMs. The proposed architectures came out by
replacing the input activation units (generally tanh) in LSTM
or LSTMP networks with the maxout units, and the hidden s-
tates ht of the LSTM memory blocks are still bounded by the
saturating nonlinearity tanh in the output activation units.

We empirically evaluated the proposed designs against the
conventional LSTM and LSTMP networks on a large vocab-
ulary Mandarin conversational telephone speech recognition
task. The experimental results revealed that these LSTM net-
works can be improved using the maxout units. Although,
the LSTM networks have reached the state-of-the-art perfor-
mance on some speech recognition tasks, these experiments
suggested that the performance can be further improved using
the maxout units, just like the DMNs.

However, in the literatures, there are some generalized
maxout units proposed, such as the soft-Maxout and p-norm
units [29] and Lp units [17], which will been explored for the
LSTM based acoustic modeling in our future work.
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