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ABSTRACT

Speech articulation varies across speakers for producing a speech
sound due to the differences in their vocal tract morphologies,
though the speech motor actions are executed in terms of relatively
invariant gestures [1]. While the invariant articulatory gestures are
driven by the linguistic content of the spoken utterance, the com-
ponent of speech articulation that varies across speakers reflects
speaker-specific and other paralinguistic information. In this work,
we present a formulation to decompose the speech articulation from
multiple speakers into the variant and invariant aspects when they
speak the same sentence. The variant component is found to be
a better representation for discriminating speakers compared to
the speech articulation which includes the invariant part. Experi-
ments with real-time magnetic resonance imaging (rtMRI) videos
of speech production from multiple speakers reveal that the variant
component of speech articulation yields a better frame-level speaker
identification accuracy compared to the speech articulation as well
as acoustic features by 29.9% and 9.4% (absolute) respectively.

Index Terms— speech articulation, invariant gestures, speaker
identification

1. INTRODUCTION

Discovering the variant and invariant aspects in speech is funda-
mental to extract the linguistic message as well as analyze the par-
alinguistic information including speaker’s characteristics from the
speech signal [2, 3]. The variant and invariant aspects in speech
have been investigated both in the acoustic [4, 5] as well as in the
articulation domain [1, 6]. The invariant representation from speech
acoustics aims at removing the speaker variability and distortions
including spectral shaping, background noise and reverberation [4].
The variant aspects in speech acoustics may arise as a result of a
phonological process or the speaker characteristics [7]. Similarly,
there is variability in the movement of speech articulators when an
utterance is spoken by a speaker multiple times as well as by multi-
ple speakers, although the execution and planning of speech motor
actions are in terms of relatively invariant multimovement gestures
[1]. Thus the variation in speech articulation across speakers is due
to the differences in the morphology of speakers [8, 9] including the
vocal tract size [5] and the speaker-specific articulatory dynamics.

In this work, we present a formulation for decomposing the
speech articulation of an utterance by multiple speakers into its
variant and invariant components. We represent the speech articula-
tion by the articulogram defined as the sequence of vocal tract tube
profile (VTTP) estimated from the real-time magnetic resonance
imaging (rtMRI) video of articulatory dynamics in the mid-sagittal
plane recorded when a speaker utters a sentence. VTTP captures
the vocal tract shaping and hence represents speaker’s articulation.

Since different speakers take different amount of time to utter the
same sentence, we first temporally align the articulograms of dif-
ferent speakers using the phonetic boundaries. Then the temporally
aligned articulogram of each speaker is assumed to be a spatially
(along the vocal tract) warped version of an invariant articulogram.
We hypothesize that this warping captures the speaker-specific vari-
ation in articulation. Both the invariant articulogram as well as the
warping functions are estimated using the articulograms from mul-
tiple speakers corresponding to a particular sentence. The variant
component is obtained by subtracting the invariant component from
the temporally aligned articulogram. Thus the variant component
of the articulogram captures the difference between one speaker’s
articulation and the invariant component. We refer to the variant
component as articulation style (ARTS).

In order to understand how well ARTS represents the speaker-
specific characteristics, we use ARTS for the speaker identification
task. In the literature, most of the work on speaker identification is
based on the acoustic speech signals. Cepstral features have been
commonly used [10, 11, 12, 13], while other features such as lin-
ear prediction (LP) [14, 15, 16] and perceptual LP (PLP) [17, 16]
have also been exploited including representations of speech seg-
ments by i-vectors [18, 19, 20]. James et al. in [21] use nasal phona-
tion features for speaker identification. A variety of other acoustic
features has been proposed for speaker identification including AM-
FM information [22], group delay [23], prosodic information [24]
and wavelets [25]. Apart from the audio based features, multimodal
approaches using audio, lip and facial motion have also been ex-
ploited for speaker identification [26, 27, 28, 29, 30]. In contrast to
these audio and visual features, speaker identification using ARTS
would reflect the amount of speaker-specific information encoded in
the speech articulation style. Interestingly, the speaker identification
experiments using the rtMRI corpus reveal that the ARTS results in
a better frame-level speaker identification accuracy compared to the
acoustic features.

2. DATASET

For the experiments in this paper, we have used the rtMRI corpus
[31] consisting of simultaneous recordings of speech and rtMRI
video of the upper airways in the midsagittal plane acquired from
two female (F1 and F2) and two male (M1 and M2) speakers of
American English while they read the same 460 sentences used in
the MOCHA-TIMIT corpus [32]. These speakers are referred to
as ‘sub1’, ‘sub2’, ‘sub3’ and ‘sub4’ respectively. A rtMRI video
has a frame rate of 23.18 frames/sec. Audio data is simultaneously
recorded at a sampling frequency of 20 kHz inside the MRI scanner
while speakers are imaged. A specially designed noise cancellation
technique is used to remove the scanner noise from the recorded
audio [33]. Thus, the denoised rtMRI audio is unlike a speech
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Fig. 1. Steps involved in computing an articulogram.

recording in a clean environment.
We manually annotate the upper and lower vocal tract tube

boundaries on each of the upper airway images. This is done using a
graphical user interface (GUI) developed in MATLAB. Annotators
meticulously mark the air-tissue boundaries in the vocal tract. Since
manual annotation is time-consuming and the total number of frames
(∼ 15.28×104) is large for all 460 sentences from four speakers,
for the present study, we select four sentences with highest phonetic
richness from each speaker. This is done using a forward sentence
selection procedure to maximize the entropy of the phonetic set in
the chosen sentences. These sentences are sen1 - “She always jokes
about too much garlic in his food”, sen2 - “There was a gigantic
wasp next to Irving’s big top hat”, sen3 - “Laugh, dance, and sing
if fortune smiles upon you” and sen4 - “Eating spinach nightly in-
creases strength miraculously”. A total of 46 different phonemes are
present in these four sentences among 51 phonemes used for pho-
netic transcription. A total of 1518 rtMRI images corresponding to
the chosen sentences are manually marked with the vocal tract tube
boundaries, with 388, 349, 407 and 374 frames from four speakers
respectively. The number of frames for sub1, sub2, sub3 and sub4
are (79, 73, 105, 81) for sen1, (101, 98, 111, 110) for sen2, (95, 82,
97, 87) for sen3 and (113, 96, 94, 96) for sen4 respectively.

3. ARTICULOGRAM

Articulogram is the representation of a time-varying VTTP. This
forms the basis for estimation of the articulation style of a speaker.
The VTTP at a given time is obtained from the corresponding rtMRI
frame as illustrated in Fig. 1. The Maeda’s Grid [34] (red lines on
a rtMRI frame in Fig. 1) is overlaid on the manually drawn upper
and lower vocal tract tube boundaries (blue curves on a rtMRI frame
in Fig. 1). We have used additional two grid lines to capture the
lip opening. Let the f -th (1≤ f ≤ F ) rtMRI frame has Nf grid
lines from glottis to lips as shown in Fig. 1, where F is the total
number of frames in an utterance. The intersection points between a
grid line and the upper and lower boundaries are found and the dis-
tance (in number of pixels) between each pair of points is computed;
these distances are denoted by df1 , · · · , d

f
Nf

. Nf distances are lin-
early interpolated to obtain a fixed set of N distances in each frame
and, thus, an N -dimensional vector df in the f -th rtMRI frame is
obtained. All these F N -dim vectors are stacked next to each other
to form an articulogram as shown in Fig. 1.

4. ESTIMATION OF ARTICULATION STYLE (ARTS)

ARTS of a speaker carries speaker-specific characteristics in the ar-
ticulogram. Suppose Sk be the articulogram of the k-th (1 ≤ k ≤
K) speaker where S̃k(i, j) = dji , where 1 ≤ i ≤ N , 1 ≤ j ≤ Fk
and K is the total number of speakers. Fk denotes the length of
the utterance in number of frames. We assume that the articulo-
gram of a speaker is the sum of a speaker-invariant component and a
speaker-specific component (ARTS) that varies across speakers. We
estimate ARTS from the N × Fk-dimensional articulographs of a
sentence spoken by K speakers in two steps: 1) temporally aligning
all speakers’ articulograms by using the phonetic boundaries in the

Fig. 2. Steps involved in the estimation of ARTS for sen1.

utterance, 2) spatially warping the temporally aligned articulograms
of different speakers to remove the speaker-invariant component as
shown in Fig. 2.
4.1. Temporal alignment
Let there be P phonemes in the phonetic transcription of a sentence
and the corresponding phonetic boundaries are known in terms of
the frame indices. For the k-th speaker, let the phonetic boundaries
be {bki , 1 ≤ i ≤ P + 1}, where bk1 = 1 and bkP+1 = Fk. Also
suppose κ = argmink Fk. We then use phonetic boundaries be-
tween Sκ and Sk, ∀k 6= κ to time-warp Sk (N × Fk-dimensional)
to S̃k (N × Fκ-dimensional). We assume that the duration of each
phoneme is minimum in the sentence with least duration, to which
sentences of other subjects are warped to avoid error due to upsam-
pling. The warping function between bki and bki+1 is assumed to be
linear: h(β) = bki +(bki+1−bki )×(β−bκi )/(bκi+1−bκi ), bκi ≤ β ≤
bκi+1. Thus, S̃k(·, β)=Sk(·, h(β)), 1 ≤ β ≤ Fκ, where S̃k(·, β) de-
notes the β-th column of S̃k. The h(β)-th column of Sk, i.e., dh(β),
is obtained by linearly interpolating columns of Sk, if h(β) is not an
integer.
4.2. Spatial warping
We assume that S̃k is a spatially warped version of an speaker-
invariant component, (S̃) i.e., S̃k(l, ·) ≈ S̃(fk(l), ·), 1 ≤ l ≤ N
where the warping (fk) captures the differences in ARTS among
speakers. In other words we assume that

S̃k(gk(l), ·) = S̃(l, ·) + Ek(l, ·), ∀k, 1 ≤ l ≤ N
or S̃k(gk, ·) = S̃ + Ek, ∀k (1)

where gk(·) = f−1
k (·) (assuming fk is invertible and Ek is the

model error). The goal is to find the speaker-specific warping func-
tion gk, ∀k and S̃ as follows:

{{g∗k, ∀k}, S̃∗} = argmin
{gk,∀k},S̃

J ({gk, ∀k}, S̃) (2)

whereJ ({gk, ∀k}, S̃) =
∑
k

|| S̃k(gk, ·)−S̃ ||2F, where || · ||F is the

Frobenius Norm of a matrix. J (·) is the objective function which is
not convex in the optimization variables. A closed form solution of
eqn (2) is also not possible. Interestingly, if gk, ∀k are known, J (·)
becomes a convex function of S̃ and it can be obtained as follows:

S̃ = (
K∑
k=1

S̃k(gk, ·))/K. Similarly if S̃ is known, gk can be solved

by obtaining the best warping function between S̃k and S̃, ∀k. Thus
we follow an iterative approach in solving eqn (2) such that in each
iteration the objective function value decreases. Let {gik, ∀k}, S̃i be
the solution at the i-th iteration then, · · · ≥ J ({gi−1

k , ∀k}, S̃i−1) ≥
J ({gi−1

k , ∀k}, S̃i) ≥ J ({gik, ∀k}, S̃i) ≥ · · · . The iterative pro-
cedure is continued till the change in the objective function value is
smaller than a predefined threshold (ε).
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We assume that gk, ∀k is a piece-wise linear function with L
piece-wise line segments such that gk(1) = 1 and gk(N) = N .
Thus, fk is also a piecewise linear function and fk is invertible.
The boundaries of the i-th piece-wise line segment are assumed to
have integer co-ordinates: (mi

k, n
i
k) and (mi+1

k , ni+1
k ), 1 ≤ mi

k <

mi+1
k ≤ N and 1 ≤ nik < ni+1

k ≤ N , where gk(mi
k) = nik and

gk(m
i+1
k ) = ni+1

k . Then

gk(m) = nik +
ni+1
k − nik

mi+1
k −mi

k

(m−mi
k), mi

k < m < mi+1
k (3)

S̃k(gk(m), ·) is obtained by linear interpolation using S̃(n, ·),
1 ≤ n ≤ N . Thus the objective function over the i-th piece-wise
line segment can be computed as follows

δ(mi
k, n

i
k,m

i+1
k , ni+1

k ) =

mi+1
k∑

m=mi
k

|| S̃k(gk(m), ·)− S̃(m, ·) ||22 (4)

Note that || S̃k(gk, ·)− S̃ ||2F=
L∑
i=1

δ(mi
k, n

i
k,m

i+1
k , ni+1

k )

When S̃ is known, the best warping function gk is obtained by
minimizing || S̃k(gk, ·) − S̃ ||2F through a dynamic programming
(DP) approach, the steps of which are explained in Algorithm 1

Algorithm 1 Estimation of gk
1: Inputs:S̃k, S̃, L [S̃k and S̃ are N × F dimensional; for

simplicity we drop subscript k]
2: Initialization: D1(1,1)=0,

D2(m,n) = δ(1, 1,m, n)

ζ2(m,n) = (1, 1)

}
1 < m ≤ (N − (L− 1)),

1 < n ≤ (N − (L− 1))

3: Iteration:
for 3 ≤ i ≤ L+ 1, and i < m, n < N − (L− (i− 1))
Di(m,n) = min

i−1<m′<m,i−1<n′<n
{D(m′, n′) + δ(m′, n′,m, n)}

ζi(m,n) = argmin
i−1<m′<m,i−1<n′<n

{D(m′, n′) + δ(m′, n′,m, n)}

4: Backtracking:
(mL+1, nL+1) = (N,N)

(mi, ni) = ζi+1(m
i+1, ni+1), i = L,L− 1, · · · , 1

5: Output: gk(·) piece-wise line segments constructed using
(mi, ni), i = 1, 2, · · · , L+ 1

Once S̃ is estimated, the ARTS for the k-th speaker is obtained
as S̃k − S̃.

5. EXPERIMENTS AND RESULTS

5.1. Experimental setup
Articulograms of the four sentences spoken by all four speakers
(K=4) are computed from the manually drawn upper and lower vo-
cal tract boundaries using steps outlined in Section 3. As the number
of Maeda’s grid lines varies from lips to glottis for various speak-
ers in different rtMRI frames, we linearly interpolate Nf distances
to N=30 distances since Nf ≤ 30, ∀f . Four articulograms cor-
responding to one sentence is used to estimate the ARTS and the
invariant component. These are repeated for four sentences sep-
arately. Phonetic boundaries required for the temporal alignment
(Section 4.1) are obtained by running a forced-alignment on the
rtMRI audio using the available transcripts. For this purpose, 39-
dim Mel frequency cepstral coefficients (MFCCs) are used as the
acoustic feature and 3-state left-to-right phonetic hidden Markov
models (HMMs) are trained separately for each speaker using the

entire recordings of 460 sentences. The phonetic boundaries of all
sentences are manually checked and corrected whenever required.
It should be noted that there was no difference in the pronunciation
among speakers for these four sentences leading to an identical pho-
netic transcription.

In case of the spatial alignment, the number of line segments L
in the speaker-specific warping function gk is varied as 4, 7, 10 and
13. This is done to examine if more line segments lead to a better
estimate of the speaker-specific warping function. The predefined
threshold (ε) for stopping the iterative optimization (section 4.2) is
chosen as 10−3. In the first iteration, we initialize the warping func-
tion by a linear function, i.e., gk(m) = m, 1 ≤ m ≤ N .

We use the estimated ARTS for speaker identification, in which
each column of the ARTS matrix is used as the feature vector. The
speaker identification is done using the four speakers in the rtMRI
corpus in a four-fold cross-validation setup. In every fold, one sen-
tence from all four speakers are used as the test set and the remaining
three are used for training. This is repeated four times. A four-
class support vector machine (SVM) with (Gaussian) Radial Basis
Function (RBF) with γ = 0.1 as the kernel is used for the speaker
identification experiment. We also use VTTP for speaker identifica-
tion. This is done to check the potential of the speaker-specific ARTS
feature over the VTTP feature, which contains both the variant and
invariant components. We also use acoustic features, MFCCs, for
the speaker identification task to examine the difference between the
performances of the acoustic and articulatory features. Since it is
known that the difference in acoustics of different speakers primar-
ily results from the difference in their vocal tract length (VTL), we
directly estimate the VTL from the rtMRI images in each frame and
use VTL for speaker identification. VTL is estimated by finding the
midpoints between two intersection points in each of the Maeda’s
grid lines and then summing all inter-midpoint distances from the
lips to the glottis. The average VTLs for sub1, sub2, sub3 and sub4
are 11.38 cm, 13.76 cm, 14.25 cm and 13.32 cm respectively. Pitch
estimated from the acoustic speech signal is also used as a feature for
speaker identification. Since pitch is an acoustic feature and varies
across speakers, pitch also provides cues for identifying a speaker
[24].

Given a test sentence, a frame-wise four-class classification is
performed and a speaker is identified by using a majority rule, i.e.,
the speaker for which most of the frames got classified. In addition
to the accuracy of identifying a speaker from a sentence, we also
report the percentage of frames in a test sentence correctly classified.
This percentage reflects the robustness of the feature for the speaker
identification task.
5.2. Results and discussion
Fig. 3 shows the articulogram of each speaker, the estimated ARTS
(S̃k − S̃) and the invariant (S̃) component including the speaker-
specific warping functions (gk) for L=4 and sen2. From the figure,
it appears that there is similarity among the articulograms S̃k, ∀k
which is due to the phonetic content of sen2. In spite of the gross
similarity, there are speaker-specific characteristics in each articulo-
gram. These are captured in the estimated ARTS, shown in the right
column (Fig. 3). Speaker-specific articulation styles are also cap-
tured in the estimated warping functions. Different warping func-
tions indicate how differently an individual speaker articulates due
to his/her morphological variations.

In order to highlight this speaker-specific characteristics in
VTTP, we consider a frame corresponding to the phoneme /z/ (from
the word ‘was’ in sen2) from the time aligned articulograms and the
respective variant and invariant components as shown in Fig. 4. It
is clear that although all speakers place the tongue tip behind the
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Fig. 3. Estimated ARTS for sen2 - first four rows in the left column
show the individual articulogram while the fifth one is the invariant
component. First four rows on the right column shows the estimated
ARTS while the fifth row shows the estimated warping functions.

Phoneme /z/ in ‘was’
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Fig. 4. VTTP for phoneme /z/ (in word ‘was’ in sen2) from four
different speakers: (a) the vocal tract shapes on rtMRI frames. The
bottom row shows the profile (corresponding to /z/ phoneme) from
(b) S̃k, (c) S̃ and (d) S̃k − S̃.

upper front teeth for producing /z/, the tongue shapes are different
for different speakers resulting in different ARTS profiles, which are
shown in Fig. 4(d). For example, it is clear that sub3 and sub4 have
in general lower vocal tract opening compared to sub1 and sub2.
sub1 has the highest vocal tract tube opening. These are the features
which could be useful for identifying a speaker.

When the warping functions are approximated with an increas-
ing number (L) of piece-wise line segments, the optimized objective
function value (J in eqn (2)) decreases (Fig. 5(a)) indicating that a
better approximation of the warping function leads to a lower mis-
match between the warped invariant component and the individual
speaker’s articulogram in terms of the Frobenius norm. However
increasing L does not always increase the frame level speaker iden-
tification accuracy as shown in Fig. 5(b). The frame level accuracy
averaged across four sentences (Fig. 5(b)) shows that the highest
frame level accuracy is obtained using L=4. The difference in the
trend of the objective function value and the identification accuracy
with increasing L suggests that a lower value of the objective func-
tion does not imply a lower identification value as they are two dif-
ferent measures. As L=4 yields the highest identification accuracy,
we choose L=4 for the speaker identification experiment.

Speaker identification using five different features VTTP, ARTS,
Pitch, MFCC and VTL results in 100% sentence level identification
accuracy across all folds. However, it does not mean that all frames
of the test utterance are identified correctly since the sentence level
accuracy is determined by a majority rule. Hence, in Table 1, we
report the percentage of frames correctly classified in an utterance

Fig. 5. The change in (a) the objective function value and (b) the
frame level identification accuracy with the number of line segments
(L) in the warping function.

Features Sub 1 Sub 2 Sub 3 Sub 4
VTTP 0.85(0.01) 0.35(0.05) 0.62(0.21) 0.4(0.14)
ARTS 0.94(0.04) 0.75(0.11) 0.75(0.05) 0.97(0.03)
Pitch 0.59(0.08) 0.29(0.03) 0.64(0.04) 0.92(0.04)

MFCC 0.80(0.13) 0.69(0.09) 0.8(0.06) 0.74(0.08)
VTL 0.86(0.26) 0.59(0.32) 0.77(0.23) 0.51(0.24)

Table 1. Frame level speaker identification accuracy averaged across
all folds for each of four speakers. Entries in the brackets indicate the
SD. Bold entry in each column indicates the best performing feature
for each speaker.

of a test speaker. Each column in the table corresponds to one test
speaker and the entries in the table are the frame level accuracies av-
eraged (with standard deviation (SD)) across all folds. It is clear that
except sub3, ARTS achieves the highest frame level identification
accuracy for all other speakers. ARTS performs consistently better
than VTTP (by 29.89% absolute averaged across all speakers) indi-
cating that removing the invariant component enhances the represen-
tation capability of the speech articulation for identifying a speaker.
Superior performance (by 9.41% absolute averaged across all speak-
ers) of ARTS over acoustic features suggests that estimated speaker-
specific articulation characteristics from the directly measured artic-
ulatory movement is better representative of a speaker compared to
the MFCC. This could be also due to poor audio quality from the
denoised rtMRI recording. Lower accuracy using VTL suggests that
more information about a speaker is present in his/her articulation
than in the VTL.

6. CONCLUSIONS

We propose an automatic algorithm to estimate the invariant com-
ponent of articulation when a sentence is spoken by multiple speak-
ers. The corresponding variant component is found to carry more
speaker-specific information compared to the speaker’s articulation.
When used for the speaker identification, the variant component
is found to be better than the acoustic features typically used for
speaker identification. These results indicate that reliable speaker-
specific information is present in the speech articulation style, which
can be estimated by subtracting the invariant component from the
speech articulation. Estimation of ARTS in this work requires each
sentence to be spoken by all subjects in the corpus and, hence,
can not be generalized to apply to an unseen test data. However,
this could be avoided by estimating warping functions for different
phonemes specific to each speaker. Similarly, articulogram requires
the knowledge of the VT morphology which may not be directly
available causing the implementation of the proposed speaker iden-
tification to be impractical; however, indirect methods of estimating
VTTP (such as from the speech signal [35]) could be used. The
proposed approach of estimating speaker-specific ARTS could also
be used to analyze articulatory settings [36].
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Pierre Ouellet, “Front-end factor analysis for speaker verification,”
IEEE Transactions onAudio, Speech, and Language Processing, vol.
19, no. 4, pp. 788–798, 2011.

[20] Sandro Cumani, Niko Brummer, Lukas Burget, and Pietro Laface,
“Fast discriminative speaker verification in the i-vector space,” in IEEE
International Conference on Acoustics, Speech and Signal Processing.
IEEE, 2011, pp. 4852–4855.

[21] James W Glenn and Norbert Kleiner, “Speaker identification based on
nasal phonation,” The Journal of the Acoustical Society of America,
vol. 43, no. 2, pp. 368–372, 1968.

[22] C R Jankowski Jr, T F Quatieri, and D A Reynolds, “Mea-
suring fine structure in speech: Application to speaker identifica-
tion,” in International Conference on Acoustics, Speech, and Signal
Processing,ICASSP-95. IEEE, 1995, vol. 1, pp. 325–328.

[23] Rajesh M Hegde, Hema A Murthy, and G V Ramana Rao, “Applica-
tion of the modified group delay function to speaker identification and
discrimination,” in International Conference on Acoustics, Speech, and
Signal Processing. IEEE, 2004, vol. 1, pp. 517–520.

[24] Michael J Carey, Eluned S Parris, Harvey Lloyd-Thomas, and Stephen
Bennett, “Robust prosodic features for speaker identification,” in In-
ternational Conference on Spoken Language Processing. IEEE, 1996,
vol. 3, pp. 1800–1803.

[25] Jian-Da Wu and Bing-Fu Lin, “Speaker identification using discrete
wavelet packet transform technique with irregular decomposition,” Ex-
pert Systems with Applications, vol. 36, no. 2, pp. 3136–3143, 2009.

[26] Juergen Luettin, Neil A Thacker, and Steve W Beet, “Speaker identifi-
cation by lipreading,” in International Conference on Spoken Language
Processing. IEEE, 1996, vol. 1, pp. 62–65.

[27] Tim Wark and Sridha Sridharan, “Adaptive fusion of speech and lip in-
formation for robust speaker identification,” Digital Signal Processing,
vol. 11, no. 3, pp. 169–186, 2001.
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